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ABSTRACT

This research program centers on the investigation of a new
optical/electronic method for highspeed convolution and correla-
tion of two-dimensional imagery. The method, based on frequency-
division multiplexing of image samples, is suited to implementa-
tion with wideband acoustooptic devices. During the report pe-
riod the following has been accomplished:

1. Development of a time-integration method for obtaining image

output.
2. Development of methods for production of improved encoding-

decoding local oscillator distributions.
3. Development of a general Fourier transform scanning hybrid

image processor concept.
4. Development of important analogies between space-frequency

conversion image processing, time-integration folded spec-
trum analysis, and Fourier trantsform holography.

5. Development of a joint-transform method for space-frequency
conversion image processing.

6. Development of a significant method for increasing dynamic
range in time-integration optical processing.

7. Development of a technique for reducing electronic system
dynamic range requirements for space-frequency conversion
image processing

8. Devised methods for overcoming nonlinear phase response
characteristics of acoustooptic cells in processing systems.

9. Development of a method for using common-band acoustooptic
cells in time-integration folded spectrum analysis.

10. Devised a method for overcoming the need for wideband four-
quadrant electronic multipliers in space-frequency conver-
sion processing.

11. Developed a novel holographic beam combiner scheme that
facilitates production of straight sinusoidal fringe pat-
terns.

These developments enhance greatly the prospects that the space-
frequency conversion scheme can be satisfactorily implemented in
a wideband image processing system.
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SUMMARY OF RESULTS AND THEIR SIGNIFICANCE

This research program has centered on the investigation of a

new method for highspeed linear space invariant processing--
spatial correlation or convolution--of 2-D imagery. The method
is based on a frequency-division multiplex representation of a
sampled image, where each spatial sample is represented by a
separate temporal frequency carrier whose amplitude and phase are
governed by the amplitude and phase of the sample. The proces-
sing method is suited to implementation using wideband acousto-
optic devices. Major objectives of the research have been (1) a
thorough conceptual and analytical understanding of the method,
and (2) sufficient experimental experience to provide guidance
for possible later developmental efforts by others.

Many of the basic concepts of the method are presented in
Ref. 11], a copy of which is attached. Additional detail is
presented in Refs. E23, currently in preparation, E5], and [12].
In the following paragraphs we delineate important results of the
research program and their significance.

ConceRtual and Analytical Investigations:

Devel oment of a time=integration method for pgroducing image
outut: When this research was proposed it appeared that output
of the processed image would require the use of a 2-D spatial
light modulator to serve as an interface between the electrical
signal representation of the output image and the image itself
E33. In one of the most significant developments of this program
we have showed how acoustooptic techniques under development for
real-time folded spectrum analysis E4] can be employed for uxs-
playing output imagery in real time E1]. This development should
allow an increase in image processing rate by roughly two orders
of magnitude, up from TV frame rates to approximately 100 times
that rate.

Development of methods fo _Cd9&iU gf. cJIgy__ed 3Qljg=i(-
deoding local oscillator distr ibutLio: The encoding, or conver-
sion, of a 2-D input image distribution to a frequency-division
multiplex signal and the corresponding output conversion back to
a spatial distribution require a 2-D array of light spots that
vary in intensity sinusoidally with time, each spot varying at a
different temporal frequency. Through the development of suit-
able mathematical models, we have been able to specify several
modifications of existing techniques that allow the production of
such "local oscillator" distributions with improved characteris-
tics [5]. The main feature of these modifications is a sharp-
ening of the encoding light spots and an attendant reduction in
crosstalk between multiplexed signal components.

Q e..auk 9f E2,cir tc2oaf2c9 sgfOiOIDg ACg&&M3 C Sg o&uM
In the course of looking for an experimentally simpler vay of
testing the basic space-to-frequency conversion processing con-
cepts, we discovered a broad new class of real-time image proces-
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sing techniques E63, of which the space-to-frequency conversion

scheme is a member. These techniques, referred to as Fourier

transform scanning image processing techniques, rely on an en-
coding of the magnitude and phase of a given spatial frequency
component of an image as the magnitude and phase of a temporal
frequency carrier. As the spatial frequency is scanned, a com-

plex modulation of the carrier results. Electronic processing of
the carrier produces a modification of carrier magnitude and
phase, which corresponds to multiplication of the image spatial
frequency spectrum by a transfer function.

The scheme is very powerful and more flexible than the
space-to-frequency conversion scheme (which corresponds to the
special case of scanning spatial frequency space in a repeated
falling raster format). The latter scheme is still quite impor-
tant, however, because only it is capable of fully exploiting the
large operational bandwidth of acoustooptic devices in image
processing.

Dejg]rnt -f cImM . --Ewaso ERass---mgcm &-gn__g pion
ima92 prcessing time-i nttgrafion folded E_229tr' ana1. i. _4

Fourier tranfgrm holggr agh: One of the most important con-
ceptual/analytical contributions of this research program has
been the development of useful analogies between space-frequency
conversion processing, space- and time-integration folded spec-
trum analysis, and Fourier transform holography. These analo-
gies, discussed in Ref. E5], have helped us and others to under-
stand the limitations and possible improvements of these schemes,
particularly with respect to the signal-to-noise ratio of the
processed outputs.

Devejlmnnt 9i a 1megtg fO-g s *&t~i egM2&Y
conversion image_ aEggMsinLg: One of the more widely used methods
for performing spatial correlations with coherent optical systems
is the so-called joint-transform method, wherein both distribu-
tions to be correlated are input to the system simultaneously and
a square-law device effectively multiplies their spatial fre-
quency transforms. We have shown how the joint-transform m=t.;.
can be implemented in a space-frequency conversion, time-integra-
tion implementation E23. There are two major advantages of this
method: (1) only a single optical system need be used for both
input distributions--with proper design, this system can, in
fact, be used for simultaneous output as well; and (2) the Joint-
transform approach facilitates essential synchronization of input
and output operations.

Rm2Xi9guuot Q E A aMU1b fEc iLcIGCtGiug dSYIEL rngE aLo
tim@-integCatign goRiI REgSKRSg0 One of the serious limita-
tions of time-integration optical processing is the buildup of
bias in the output plane during processing E71. Poor dynamic
range arises in such processing because each momentary contribu-
tion to the output of the optical processor carries with it its
own bias; the time-integrated bias uses up a major fraction of
the available dynamic range of the output plans detector. Ex-
ploiting the analogies with Fourier transform holography noted
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above, we have described a scheme for reducing this output plane

bias to an absolute minimum E83. Computer simulations indicate

that the method allows roughly an order of magnitude increase in
processed image dynamic range for TV-format imagery E83. The
importance of the proposed technique extends well beyond the
image processing work of this program, for it is applicable to
real-time spectral analysis and other forms of signal processing
as well.

The minimum bias scheme described in Ref. E8] requires that
the electrical signal representing the processed image undergo a
square-root operation. Such an operation cannot be performed
accurately on wideband signals, and thus presented a serious
bottleneck for rapid, large dynamic range processing. On close
inspection, however, we have concluded that the square root
operation, necessary to assure minimum-bias output plane distri-
butions in the output plane with the proper Fourier magnitudes,
is not essential so long as we do not require that the detected
output distribution be a perfectly faithful representation of the
processed image. In particular, a logarithmic operation, easily
performed on wideband signals, is adequate for all but the most
demanding application. For matched filtering operations and most
image processing applications the resultant output will be little
changed from the ideal. Details are provided in Ref. E93.

Reduction of electronic sy tym dynj!iS raog aguiresans:
In the original proposal it was noted that the result of the
space-to-frequency conversion was an electrical signal of the
form

N

g(t) - > gi(t)cos[ 24T(f. + mAf)t3.

m= 1

This signal is periodic and attains a maximum whenever the argu-
ment of the cosine equals an integer multiple of 21r radians. The
dynamic range requirements on the attendant electrical signal
processing subsystems can be extreme, and we consequently ex-
amined a variety of schemes for reducing the dynamic range of the
converter output.

It was ultimately the development of the Fourier scannina
image processor concept noted above that led to a solution. In
particular, it can be viewed as the periodic encoding of the zero
spatial frequency component of the input image that leads to the
periodic maximum value of g(t). The solution to the problem is
simple: through proper design of the optical system for encoding
the input image it is possible to prevent the zero spatial fre-
quency component from being encoded. Since this component gener-
ally conveys no useful information about the image to be pro-
cessed, its exclusion does not adversely affect the resultant
output image.



C22REEiNeeil and 2xi&u 1RNSigtkigOE

Pboan GbsrA;W&EintiG* gf sG29St2kiU RUISS Early in our
experimental work we determined that the phase response charac-

teristics of acoustooptic cells would complicate system develop-
ment immensely if different cells were used for image input and
image output systems. The problem, basically, is that the phase
of an acoustooptically diffracted light wave is not fixed to the
phase of the rf input signal, but rather varies as a function of
frequency in accord with the transfer characteristics of the
particular cell. Two solutions were developed:

First, in discussions with Dr. R. Williamson of MIT Lincoln
Laboratories, we determined that SAW chirp generators can be
fabricated that precompensate the phase of an rf chirp as a
function of frequency. If a properly precompensated chirp is
input to the acoustooptic cell, the result is a diffracted light
wave whose optical frequency increases linearly with time, as
desired.

A second solution, the one we chose for our experimental
investigations, requires that the sy acoustooptic cells be used
both for input of the two distributions to be convolved/corre-
lated and for output of the resultant processed distribution.
With such an approach it is possible to monitor the time-varying
phase of the diffracted waves and employ coherent electronic
signal processing techniques to compensate for any drift. This

technique also allows for compensation of any phase drift intro-
duced by aberrations and motion of components in the optical
system.

URR Qa rn211aQQ and agggRj : Early in our re-
search it appeared that acoustooptic implementation of the scheme
would require the use of two acoustooptic cells that operated in
widely disperate frequency bands--one for a slow but wideband
scan, the other for a rapid but smaller bandwidth scan. One of
our minor achievements in this research was the discovery of a
method for producing the required array of sinusoidally blinking
light spots using a pair of acoustooptic cells that operate in
essentially the same temporal frequency band. This method, des-
cribed briefly in Ref. E5], allows implementation of the space-
frequency processing scheme with potentially simpler electronics.

bigb§299 @U1Dt i2iC 2: Rgi@: Another practical problem
addressed during this research program was that of implementing
the wideband signal multiplication necessary to produce the elec-
trical signal representing the processed image. The operation
requires a four-quadrant multiplier (i.e., one for which both
input signals and the resultant output signal can be bipolar);
unfortunately, four-quadrant multipliers with the required accu-
racy are limited in operational bandwidth to tens of meg. .z
[1O]--inadequate for our purposes. We have solved this problem
on paper by exploiting the bipolar signal multiplication capabi-
lities of the acoustooptic devices themselves. The resultant
scheme is similar in many respects to the triple-product acous-
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tooptic processor investigated by Kellman et al with AFOSR sup-

port E113.

Ho1ggraQic beam cgnin r: The experimental implementation
we chose to investigate E6] required that we produce a moving

sinusoidal fringe pattern incident on a pair of image transparen-
cies. The spatial frequency of the fringes is changed by moving

a pair of galvanometer-mounted mirrors in the optical system. It
is essential that the fringes be straight: curved fringes corre-
spond to a blurring of image information in spatial fre"al.-=y
space. In order to assure straightness of the fringes we em-
ployed a holographic beam combiner technique that is, to our
knowledge, original. The basic idea involves making an interfe-
rogram of two nominally planar waves which is then used as a
diffracting element to combine these two waves. When functioning
as a combiner, the interferogram diffracts one of the incident
waves and reconstructs a replica of the other. The diffracted
wave then interferes perfectly with the original. If one or the
other wave is tilted slightly at the combiner, the result is a
pattern of highly regular fringes, as desired. The only require-
ment is that the phase aberrations of the original incident waves
not be too great--say limited to 20 wavelengths or less. We
believe that this scheme should facilitate the construction of a
number of different kinds of interferometric optical signal pro-

cessing systems. We are in the process of improving our holo-
graphic recording techniques and hope soon to publish the basic
idea.
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Acousto-optic devices applied to image processing

William T. Rhodes
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(2) timeI-inltigrat jor specctral arralvsis. A priir of tcrossed a,-oust ... Pt, icoiiI s, drive-n by periodic Chirp) wa,-
tornis, can ho used for both opeo raIt inls. Stite-of-the-at wcoustooptic cdiv i,-rs apersi able for gigahertz
rate processing of images wi th spaclnw idl tli, irodirits .1)iproach jug II0'

ACOirStoor11ti (A(I) I-ilii's ire0 rpIi d 10ilil5 Lillthi .ini lvsi. i nd ril sir orlt i 1-0ignail wav,'firm. be
cirisU they .11 lOW re1alltiml 'l 1V covesil oI .r ti un- w.IVit ii'ri itti ioi orrespondlirg light wav, ;imiplitude dist ribuion
I 1 . Thev have been miostlv dis rl-ig.riled lor inirgo Iroie ssing app iCalt ion1S (cxciit as scanners and1 modulators)

bca-use' oft tlkie i i lieron-t-I IV one,-d rir,-si jona I atijrr. Al though a pImir otl ArO devices mighrt. be crossed to produce
a limiitod i-lass; (eg.separable Ill i-rrE'SiaMI ... di n.rteS) of l ight- Wave distribrt ion~s, tireV cannotI play tire-
needed role i a1 ger10err I .btr-IlVrdr'-od 2-1) sir.t irI I iirt midirirtor . Tlhere is, nonthlelss , a .1r to
exloltit tirelt- ILrcwt rv( Iertrirr's III A-\i le,-lrllgv --- rdhaird ,Iper-ition, il uniiin'ig parts--i) tire- highlsipeed pri
sirrg if rrbi t rrv .1-1) iiiagi-rv. I'lr ri-iso r i,,VS to tiiis exilitat ion ire it sparc,-cor irrttotiiaI e-
rIiuicv rrrarpp jug or criivi-rs ion iWe rlie it IVrpor-l 1.rd .]II r-I- Iw llss oft AiO s~ rect raI rn1.1lsis iiper.rt ions I--

i.01irt lV rlescrili-i lv lKcI lirirr rini h\ itrrlin I I, .

rIr overll gIr i -. r1h+ irvbriil iii i-rli'i'-ti s5St- it h tilt' ciiirlit is SirggVstedli bVFig. I . In tins,
.i Urve g(x, v t) is .r tun-c vr rv ini: inpuirt iumr'e .rI miitturn of srt i il coiordirnates x ,v, arid of- tinet t. 11rc di-

sired inprrtL-nrtirkt re lit irrrsli p fir tire svs tom is gi viir e'it her liv a sp~atiail convo I sriiOn,

f(x,v;t) gxvt*i-vt livtlrxi~-~ drv i

or II .r suitil loriss crrre lition.

whoiire we lirvi' .1 I iwild I tI il C.inI' III Ci l Iis s'.1 lrr d (I is t ri lit kiis lv ill ii ld i rr, I p 'lo iC Conl jirga t ionl ill till

seicind ir Ig~ I. hrt inrilr tiio iruer ribcl, m in' Jrlilrriiir wi murst innsilor I iiir r i or iiiriiepts (th 1n.1 lat lv

,it whrichr ar , lnselv rltr): (IIsneinnr lit.titirior Ifroireic nippi:;(l n-ril 'r-lt inil

cnrvo rIlnt'll viri waVntoirrr iilt il cr1 mm (hi Air iri'rrrt cnrrvi-Tsin.in rd 14) A utni'irt Il'5~~Idsiv. i
the frollrowirng set irirs we iiisc'r'ilr this hnisi, coiir Int ITu assesS their inirl (nitioils trpr

ciss I ig).

S~ir _ci'rutiiiratn'-ti-I illti Il'-ij'iris' Ciuivc-l io

Ilwi I il--t itt;[ 1 irrvnlvi- a tn-V'ir-iib l rrjiillAi or n-irnnniir l -i . of fill- iniynir iist I nirion. :(\.. t).
Inrtti .1 t i nit.- w1voloiril ir (.I ) vi.r -Irr ordl r-I I irolin-irc\-i vi ir It~i I ln li ri exilltg njni-r.it Ion: tire, t in'ic twiclti in i

silt t icn n-i'trir -1,.ne 1 ,1 the, tin, irvc r iinirgi iinllirl.tes ,r Ilil 1,rct -ii0ton11101 tig ,'is\ tte. 't

ret -va I owei] run inpr~ln'x-v~i Ilwdi .rigio-Iili II n'nn'niini. Anti I yr ir'1 IlV, g-~ ih' cs'iboil bv Fii. I ) below:

g n It I l~'n 4

Ilr E4. l nd It lIi, g( xn~v' ; t I is t. I-vtir nit 1 x,st v i t irel It hs;init Il Io li-i t ioIit a-i i 1 rl.rr NxN sanl)mp li

ar rav. As slriowr Ilt 11)". Itle s.rnip- Iir'.t- niri itini irr .r lvi t -to-ri gilt. tnnp-to.i. trim I rshlrnt. I qt fillrtt)

thrus rvjprisr'rt' tir- fl lowing: Tlte irtjinrt , I:ss't) Aisi-nml t Iii t h I t ilt,.-;lit iii banriwinh uird rxt~rit
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s~ampled spa tiailly. By assumption, the distance he tween Samples satisfies the Nvqu ist sampiing cond it ion. 1 hi
magni tude and (if coniplex-va lued) phase of the sample vatlue at the mth Sample locatioen are given by. g,t and

t'miL). For each m, gm( t) and itmit ) then selrve to modul ate the magn it ude and phase., respect i ve Iy, o f a cos ine
.I t frcequenc , Im= fo + m.'f. The output of the space- to-I rvqiruecy encoder. lFf (It ,h wt ('1 equal Is tihe som (it a II
,Such modulated carriers, thus represents thle entire NxN image array.

.Io long as the temporal frequency bandwidth of each term in thle Summation is Sufficiently small compaired to
.,.f, the individual terms do not overlap in frequency content,* and gf (t) is an unambiguous representationt
(through the sampling theorem) of g(x,v;t). Specifically, an inverse mapping is possible.

Figure 4 illustrates with the case of a 5x5 array of non-time varying image samples, for convenien~e as-
sumed to be nonnegative-real and of integer value. Thle spectrum tCf(f) is the Fourier transform of gt Wt. If
,(x .y ) varies with time, the discrete spectral components shown b roaden ciot inonrrwiodcmoet b

Assump tion, non-overlapping).

ill '%ef. I We toted (,IS have others) that such a re-preseiitat ion pirovides in a I ternibit t oociO oi
sane Signal representit ions for t ronsmi t lg images. o~ur interest here is fin how this app ug cin b, all-

'Iied !o li0clped image proicessintg, is we discuss iii the fol lowing section. l~atcr, we Shll ritLirn to, the
hffow to perform thle spc'-ofrqinvmapping.

Satiii Convolhition and Ciorre lation Via Waveform Multiplication

Inl Fig. 5 we Show in diagram form a system suitable for real time convolution or correlatioi of a pair of
inpiut images, or other spatial distributions; represented by g(x,y;t) and h(x,y;t). In between the pair of
space-to-frequencv encoders at the left and the frequency-to-space de.coder at the right--both of which wil be
described liter--the system consists of conventional electronic subsystems: heterodyne converters, ;I wave-form
multiplier, and a bandpass filter. Trhe heterodyne converters simply move the collect ion of modcltLd carr irs
representing g(x,yt) and h(x~y;t) up or down in trequency as a group. Thlus

igft) g m (t.)cosI21(fo +fI+mAf)t + )m(t), (6)

where f Iis the amount of frequency shift. Similarly for Iii(t) and Ihf (t).

IThe tea rt of the system is the mul tiplier. Mulitiplication of two time waveforms impl ies convolut ion ,I
the correSPOnding spec tra. But in this case,* the spectra represent,* onl a sample-bv-sample basis, the elements
oif the two spatial d istribiitions to hbe convolved. It is a consequence of the part icular ordered -ncoder map-
ping chosen that convolution of the two spectra correspnlds to aI convoluI it iiin (or correlation, dijtenocing on svys-
tim setUP) ot the corresponding 2-Dl spatial distributions g(x,y;t) ani lit(x,y;t).

It iseaisiest to see thiis bly considering an ixample , in this close aI convol ut ion. Let the twii irrivs in
Fig. 6i represent a pair of Sampled image intensi tv distributions g(x,v) and li(x,y) , assumed to hre non-t imc.va rvin g. ThelI actulal imaIge aJrrays are 103 in eXtenlt, but since convotlut ion of two lx I arrays yie-lds a ix')
ar ray, it is necessary to encode g(x, y) and lI(x,y) in larger S)xS irrays witlh zeros irountd the edge. Tiltecor
respond ing Spec tra Gf (f) and Hf If) are alIso shown. Assuming tie frequencv offsets f or the, two sil110.1 s to he
s;tf ic ient l great, muItipl ication of gf- I) by bf It) produce~s twii groups of non-over lapping teimportaI I rvqUiietCV
components, correspondinig to sum and difference freqluence s. Tie sum frequencies are shown itt Fig. 7(0) ob-
tamned by coinvolving the distributions Of Figs. 6(C) and 6(d). These comiponenits are isolated by the bandpass
filter and hieterodyne-conve rted down in fretluencv for decod ing/d isp lay. The resuta tnt 2-1) output itist ribut ion,
iobta ined according to the ilove rse of the mapping of Fig. 3, has sample valu tes proportIiina Ili t thtis shown in
Fig. 7(b), the of, sired 2-Dl convolution. It is easily shown that the di ffe rencc f roqutniels gineraited liv tbic
MU!ltinl I iCa t ion corresptond to the c ross correl at ion of g(x,y) with It(x,y) . Thus a mtinor change in liandpass
titter characteristics allows either g(x,y)*h(x,y) or g(x,y)*h(x,v) to be iobtainied as output.

Acoustoopttc Input Conversion

The system employed for encoding an input 2-D distribution as a frequency-division multiplex signal wave-
form will depend in form on whether the input is a light intensity distribution or aI complex wave amplitude
distribution. We consider first the encoding of nonnegative real intensity distributions, then note modifila-
tins appropriate for complex valued amplitude distributions.

Assume that the input to be encoded, g(x,y;t), exists as the lightt intensity transmittance of a realtime
spatial light modbilatir (SLM). (Since we are concerned only with the intensity transmittance rif the SIN, %ur-
face quii~ ty re-qul rements can be relaxed from those nercessary for coherent optical processing.) Tile basis for
the encoding operatlion is 11ilustrated in Fig. 8, where we sh]ow the mth element of the SIM illuminated by a
focused beam of li1gh t. This light beam is modula :ted sinusoidally tIn intensity atL frequency fm = fo + m, as
appropiriate for sample, locaition (xm,vm). Since the light power transmitted by the SIN1 is, proportional to
g(xm~m-t ) the output of the phittodetec tor tin La ins an a .c . term proportioanalI to g~xm,ym; t) , where lc~=2,fm

Obviously what Is desired is an array of light beams, NxN in extent, with all beams incident on the 51.7
simultaneously and each blinking sintusoidally at a rate appropriate to the spatial element it illuminates.
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A( )ilSW (11 Illi VIt v ll AI[ JD Mo MA61 -mlttI SSIN6t

Asstuming tit plititodi'e till Lo behi sij f icit iv I, l.rgi' that. al tile I ight: transmit tted hi the' SI,1' is col Ivc t d
the detector outpuit will thin coniili a terS proportional tit g 5 (t),:osl2i(f 1 ,,+Wmf)t + u51(t) , as desired.
C'ir thItis lase, g11 ( t ) = g(%.,,, y; I), anid tit ibis.' angl I''-m( ) deiends oil the' re Iat ivi' phase of the il u tminit ing
Sglit spit va r iat ioins.

driven it by sitausid at frequeiy Jilt. It) tlt.i ha-li Iocsal ilajnt of the lin fit,' +1 dIi fri t ion ord,'r is lirougit
Lo I locus at the nit i l I of Litie SlY wheire* it Mi xes Wi th l ight brou~ght around b%, the heamsp litter/mi rror
combinat ion. rhe interac tion ifllIi,1h gitwIith sound iin tile Alt device increases tile optt ti'l t requen'iv ot t ii'- +1

diffrdct ion orde r from thle base' l1151'rftri'(Lienc\ (- x 1( lIz) by ani amount e'qu. il to 1-1. Depe'nd ing otl tilie AO)
device used, tm may range f'rem st'v,'ral megaheirtz tit si'voral gigahe~rtz. U'sing phlaslir representat ions I')] It r
the two mixing wave fielIds (and issumling equal aIMplitUdeS). We' iiVi' fur tilt' li) Iilt initensity ait (xm.vm)

I~x- ( I + -,)*
0

tt 21 is2" I (7)

Whtii 11 is ol i t, ides siri'dI ,oi'm.

NitjjI i' ItI spiots IIt ligh t , -I, t1 ii b iolil,, It I i I I I tI I I'ij ' n v . -il, ie, iro "It-- Il bv d r iving Itii All ce'I

i:InL It I. 1 ol I\ %, Ii tl It I ltiomlet I it k ii- i il .,I vt I 1T t i 1I -it 1 111 fi en tr i t ri'lIIO-cV . Iliti (Ii IIit a t len .iilgIi'-iid

pairt icuilvir wIai'ti'rm iiiiijiiini'lt t Ii' d1isAH tI o I tit ti lut' et Itrim Lt,- oplt k-AI ixis tiigprolijilirt ilinil to 1,

SpecL itli~il. driving the At teill witl, siltil0 + III sI tim'):t I will iruidti- . row et ecu.,il sliaici-d
I igh t SlotS !;,,iiirated in hlinik I ri'(Iii'ii v 't. li i I rI, t i on ,' I Iiti jettv i s not piss itile wI it t i 11 An t

inpu t s Igrit.i b,i,:s,- " t te 1111 nu) r~t ft,1i Ij l -ittu i - oIt t AO1 iji ti, rac t i it. I t is pssiblic. hilwili r, toI ~Ii
I t iml, varyi - ng watv,- I nt ens titi I til Ito ' d s i Iu I Intl I t I tl "1111,1 "Ii' iwO jt s tv "Il ,dr ;v i :I, tilt' I Wi t aJ Il p i
chtirp Wityit oin, whit' thet, I ri'(j":iI'Ilv It II, nt I It i flil n 111151 i di is r'ani ped I itirlIv wit iit m inik i a repie t i t 1W viIII litI'

161. lti'.i t ,r dit t Irac t ioi ct I i icy inp. lsiit Ili1llil- rt tin.cI ri-iimsLiiI.ivs . I-it' I'tdtgiigial risonisi W wtwllI

tlt, th,i t t t,. d ii itg s ignajIl osi s .- t5 sit) I iti ScI't Ii' nils i sii It it liact iccv, Ilewever, tIii perjid i I iirji

w~ivi'fiirm i s mere I iIk 1 v ti1 hi' IllI'd .

Vile svsLtclll , Fig. 9 will IrItuu, , 1 1-1 11 01 
1 

',it sjiitS ifI driveni with ttlcii rr- t S1111 it sinisiiida1i

s ignalIs . W, ieed , Ii'v , a -I I I a n leI- I . Iel" I l it illili t s . Ilicisi I.'to tiI t is pro'Iihowti is to use i

seciotd AiO , t I I lpoitinji it ris. I lt lg I l l til- It t . lb-h, i~i, ij r'. i Iliust rit d inl Iig. It0. Ili Fig.
l1O(u) wit. sho1w a te ii I hio rgi \i i-i La I IiIViv .1 1 1,1W11II 11 it icri1,%*ti15iIlllil' spiced lI)\ ' Ii f riquen, 1.

opticalI trci'ii, .- 1) t-' . I igrettirc l SlOWt t11itthollonil I%- eriitud c-ell driven ;it frequeciestii' thait atc

In~teger mult iplies ilt %-At , Whilti NN 5 is i H it- , i till irriV to hll. e'icuidid. As itndicatied, aliacilit lilt fti-

tilihi spoits t tell thin.s tell ' si'lit ii it, hiii-v i N'f. It tIilisi twiol rthoiiintl clil, are placed inl

with aI resultant ovilutiott 11 c Isnl it- litir litil pitt'ru., is shoewn Iit li- 101(1). It is easilv
shiwn, hvb coilsideritng ho1w tiii I ioi-i ti j1 I 1 I 'i t .1d- spiit -ii-5jlet baIs is. t1 tt tne need ing spit S in tile

resulIt Ing 2-D I irt iv I I . soli iritel,,I v 'tI itin, i rti,, I ionid ,\ Xi NI in tt 1 i Otiter. Thtis is. ef Our-Se,

'rcisclv wtiit in 1051i- tlor .111 Ni'N on, dt .ir.~i. In tril t it ,, li N\N .rr.iv ,I fiteuuencv-shl jted spilts in

selI i,' t rit fi x w I til 1 tiiit-frei'l"Ii' sti ttd p lWill'. ]hcii t 1, 
1 

lirr.iv.i ,i iiutetsi tv-modulaited light

snoits theint truisil Itiintois ill'- SlIN, is d, t ieut- ct- jet.I

14 t Lit SOITVMI' t i I i t ; -t 111n, Ihe h-isj s I i.i- f , .-:i rih-I I iti..ivI- li lit iiscdi ti o e 111 1 limI (ltX-VaItiied spa t alI
distributions 12,7. Fotr o xampl' le- It g(x ,v ; t ) hi' t Iu'ttIu.. l;,Ii.x wave' itil Iuit ide diist r Itt ion i n thle I-outit

t rans.f orm p lane IlI , oiuiri'itI illit il-i pir-lli'ls sr. ItI ttis 1 ist riliit jilt is mixed it a large area detector wit!)
the atrav lit firequettcv-siiiite tinicodtIintg pll.tie di c for t oit u iitplit signl will i'illt,Iiin ttl 1 desired signal
gf(t) givin lin Eq. ( I). Shouiuld g(X.V ;t) hll tlt' e iinijlix tmjlilittitde transmit tance utl a SlN. it c;ti hi' encoded hv

transi iluiminating tiii' SINl wi th titi fri'ijieit\v sitilt ti-il cicid iig array vj LijT to mixittg, wi th the non-fre-quency,.

sh if ti' Ireferetnie wave.

Several notes are in order. Fi rst iill II, t ii,' I illi tio t tIIl thei Alt ce.l I ipertulre will priidiii-i a
spreaditng, itr smearitng, of the. nd ividii-i I I i )ilt sp-it. -11 1tI' Oi[lt t thatti't .I i ,Itteciv slii fteil heats over lap

sliat ia I ly , the ir itnterfere'nce wil I rodic I i lut liltti-nlli t\ I~ I Iit ni t i ons t -hr - tii' it -t t iii'i'ttt i re etncoding region
at low inti-gur ttill I t iples iif At and NIf. Si liii' t tisvI' t lit, tiit ions5 ir' tilt spiec l flu' to -itly line sample locat lt),

i t is necuessarv til wiork wi tlt an trrtv iof I ight spilt s w,,I I rietiivied froim fli' opjt Ical l xisi iif tile ctansform lenis.
Undier these r i rtirmttne tilte (If fSit Ilreiii'v J ill lvq. (I)h is sti fIi iitt 1lv h i'-i ttiott the desired frequency-
division ntiul r ijulex comttpionents of tit,' dctctit- t'litplilt irc s'jipit.iti'il lit I ro'11 1in' fI'iim thle nonspeiific liower

f niqun tyn- terms.

A q .. iiil poinit re'late's ti the in-t ritt j., oI ji I AOt di'vji-i's. Ii I -isii Sit ipoweir iiinsitpt iton and

colritliitn' I, a.iitutsrtlit hit os ,vst,.m!; ofi Lirgci lI li-I'i'it i.1i IlilgnIit it i lit I-i rillli red ItI ont eel I is to he

Fig. 10. it is tii's rv tliit i lt-i -I] opiji it I Iii. 'i ilti,v bitndi N times hiightit t li-itt titl' iithei'. I f N Is

La rge , tit i s no,' vs,; ti.1ti's thet, isi' o I twil silisL IIt i.1 IlIv dI I I ul ,'tv iui's . Iei' lii it g. f tor ioxamilc e in thei
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to.it megalie rtz range,* thle Other ope rating in thle g igate rt z range. Ani attractive alIternat ive is sugges ted
Sl *i .. I I. I ftwo ,,l Is, one d riven at i nteger muI tt)l1ivs if NA and the, othelr aIt int egoer mu lt i plets It't

I, N- a . I re or in ted approx ima te I ' t o e-i o tliet and pl ace-d Iii opit i (. il t . ict , t he r,-sui InIi t Iii I I rict in
;,I t t,-rn hiis t fe appe~i rative Shiowin It tlIeo ligh t oif -ig. I I.A., ,litoww, t InI st-pi ritI ii lit opt ia c-iI oipienc\- v t

11 e1I'lt I.ots is >1 I io 0I 11 diro I I i nid, NA? lit the othe-r. is desired 1,r til.- i w-in ing. Ilt. imlirilit

:iraIi-ter I ,t iI- ItI t his scheme II,- s.,I It course , tha theI 1 twiCeo Is Ip., ra te vi e ssCI-t 1 .1 1l1V the s.11CIe frq-CtnvII

tIc,- I'here is. however. some satiifie Ii thell- ,[ii the ,rr.i% thait cm.it- Ill ithed.

lint liv w nte that the dlytaittic range- of thle Signal waIveorm ), (t ) niatv bel qUi (C large if all ti tee rriurs
,I Ii. ) ire modulated Witii tilt same phai.is Thlis is iii- noece 55it y tilt' ese win-n nonnegai v-rea I (intensi tv)

ditr ibitions are to hi, -- oded lor troie ssing 1iiliss. I simpi,- c mceIritismissiit (seev Ref. 2) is ilt,
i,' l can beAl ill .ndonizdl ito ' ii thel rants-~l Ofi )j(t ). It itjoi--iI r icssing is the, goal. it is

:-jhi- to porltrm opert it ions .i cn to hili 1 i 1tilotitlt-renit spiti.il I i Itt-rit 181 withi r,-dtc id dyiai,
tcI . A die cr.ipt, io 011 t0t1 -1 1 1,r.]t it is heli-i I t ith ,- -il op'. 111 1 p.11-1!

Atustoitiit I-_ iji o ietjli (lIi I i~

- 'I Ii hi tts lIL 1 ln~t i l itilit' I i I.Io [liIi onvols I It I I 1w-pro iil.-oir -ttit sin l wiv-trii I-t

iI r-d itih11 jtt.' '- )lt liSitlI \' I k X ,V ; t I'l. itis u- It I% v. It I- htsi it I '-D) t im,- inttgrit lIii'm u~lu
I -i ' s-t-Modes- r ibd fit lirpin mtid Ili, K,-[ ltiitt 2.I A m di I Iit-d spt-c tram anly~sis schte proposed liv
;;i ris. Its,, -ippl icabIhi )61. Ini tilt system oft Fig. 12, ;itt NxN irraiv oll ippropriOLIteV frequett%-Shi fted sptots

, i,% ., li r ,I At? coellS, aS desc ribed e'arlier) mixes ill till OltIltpi Plane withl a mutual coh'lerent
1 :lo wave thaIt is mod Lla. ttCil ill timt by tile Signal ff (t) . (Tile iLtitt 111t * Ill ai wave aimp? Il tcide bas iS , c-an be

.1,1 mp I islid ts ing ,Iitotli e r .I "itustotip11t ii CullI d r iven by sic~ I g ivut I ,Ii0r m ft (I) At t lie mlIt samp I,- I neaIt ion i n
h Iv -1p11t plane, tlie dislay. intenlsitv is tlhuS givet liV

"t s I1 - _ i~i~ - t I p , I ,t) (8)in m Ift itIt Ir~ u -,%-,tII d IIll p t. II t ls i, o

I tIis (linin Eq. (3) wl ti f tor the( mac,,il iid, and 0 for the pliase) and col leet terms, we obtain

- fi I t -K~ 9

t Re fO + v cosi I

I P m t iso ' ' \ n, It Ri I tmI . wIIh I lit,i resti IL

1,1x'i m t ti It R v 'I t1

.iilo' cititist vc-rsion itiI tilt ri-ti piri of tlieoutpiit ilist riitittion. If f(x~v;t) is reall valued. tis is all
It II is .,'iwIitt. Fi'r -omllIik- x-vi Iiie fx tv I . ti l it Itm g I Tia v tairt is I.tiltIittI nd ii\ sltI ftI ii tit' opt Ii 1 h .1 ~ 1 1 et " O
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Contrast in time-integration optical processing

William T. Rhodes
Georgia Institute of Technology. School of Electrical Engineering, Atlanta, Georgia 30332

Abstract

The problem of bias buildup in time-integration image processing is assessed. Numerical studies are
presented that compare the results of the usual approach to interferometric time-integration processing with
a proposed minimum-bias approach. It is concluded that the latter approach yields outputs of dynamic range
adequate for many practical image processing situations.

Introduction

Time-integration optical processinE methods have been used for I-D signal correlation, I-D spectrum analysis,
and ambiguity function processing [1-12]. Although many processing operations described in the literature
are I-D in nature, 2-D systems have been described for large time-bandwidth product spectral analysis of I-D
signals [4-6.8-11]. Our own interest lies in the application of time-integration methods to the processing
of 2-D imagery. The reason, without goin , into detail [13-16], is that we have available to us a signal
waveform vf(t), that represents as a function of tire a scanned version of spatial frequency transform
F(u,v). In order to obtain the corresponding output image, f(x,y), it is necessary to inverse Fourier
transform F(u,v). This can be done spatially if F(u,v) is recorded as a hologram and Fourier transformed
with a lens. It is more direct, however, If the spatial frequency components of f(x,y) are added up
sequentially In time - i.e., via time integration.

TWO
LIGHIT Slim v

u

FRINGE

f'- f- ~PATTERN

Fig. 1. Two coherent light spots producing fringe pattern

The basic idea is illustrated in Fig. I. In the input plane are two mutually coherent light spots, one or
both of which can be moved about and varied in magnitude and relative phase. The corresponding intensity
distribution in the output plane is a sinusoidal fringe pattern whose spatial frequency is governed by the
vector separation of the two light spots and whose contrast, magnitude, and phase are governed by the
magnitudes and relative phase of the light spots. The essence of the time-integration image synthesis

procedure is to build up a composite image distribution, fringe pattern by fringe pattern. This is basically
a Fourier synthesis operation, each sinusoidal intensity fringe pattern corresponding to a Fourier component
of the image distribution. A system that could be used in producing such a fringe pattern is illustrated in
Fig. 2. The two light spots producing the fringe pattern are moved about for different vector spacings via
two orthogonally driven galvanometer-mounted mirrors. Magnitude and phase of the two light spots are varied
by the modulators.

A major problem with such an image synthesis operation is immediately evident: as every fringe pattern,
or Fourier component, carries with it some bias, the superposition of a large number of components will
generally result in a low constrast image. Should the signal-to-bias ratio be sufficiently low, available
detectors (either film or electronic) will he incapable of recording the image with good signal-to-noise
ratio.

In what follows, we consider two approaches to producing these fringe patterns and calculate numerically
the results for typical imagery. We are then in a position to draw conclusions regarding the viability of
time-integration schemes in image processing.

Con.s.tant Ref erence Synthesks
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GMS If(x,y;u,v)

BS

Fig. 2. System for producing sequence of fringe patterns.

Our objective with the system of Fig. 2 is to produce, sequentially in time, a sequence of sinusoidal

intensity fringe patterns corresponding to real Fourier components of the form IF(u,v)lcos[2n(ux+vy) +
arg{F(u,v)}]. A straight-forward method of doing so is to keep the amplitude of one wave in the outpu- plane

of Fig- 2 equal to a constant, Re, and to allow the complex amplitude of the interfering wave to vary as
F(u,v). Under these circumstances, the elementary fringe pattern, If(x,y;u,v), has the form

If(x,y~u,v) = IRO  + F(u,v)eJ
2 

f(ux+,w) 12

= R2 + [F(u v)12 + 2re{PF(u,v)ei
2 1'(ux +v y )

0 0

where Re( } denotes the real part. As time progresses, u and v are scanned i.e., fringe patterns of

different spatial frequencies (u,v) are produced. Assuming that u and v are scanned through the entire range
for which F(u.v) is nonzero, the superposition of all such fringe patterns yields the integrated fringe
pattern given below:

I(x,y) - ffR2 dudv + ffIF(u,v)1 2 dudv

+ 2RoRe(ffF(uv)e J2 (ux+vy)dud,, (2)

The term in curly brackets is recognized to be the inverse Fourier transform of F(u,v), or f(x,y). Assuring

this latter function is real - the case of interest here - the integrated fringe pattern is ,iven by

I(x,y) - BIAS + 2Rof(xy). (3)

Each fringe pattern entering into the synthesis of Fq- (2) has a contrast or visibility riven by

V(u,v;Ro) - Ro[F(u v)I/(R2+[F(u,v)J 2. (4)
0 0

In order to maximize the contrast of the integrated fringe pattern, we choose the reference wave arplitude R

so as to maximize the average fringe visibility: 0

R - E{F(u,v)}. (5)

where E( } denotes an average over all components actually entering into the synthesis. (because of tihe
excessive bias, zero spatial frequency Is omitted In the synthesis.) In order to gain some feel for the

signal-to-blas ratio resulting from such a synthesis, we simulated the operation on a computer. The
256x256-pixel images shown in Fig. 3 served as input. In all three cases the input image intensity range was

adjusted to have a minimum value of 0.0 and a maximum value of 1.0. Application of the constant reference

synthesis algorithn to image (a) resulted in an output image with bias level equaling 147.0 and iraFe signal

fluctuations in the range 147.0 to 14F.0. The visual contrast of such an irae is so lw that no ima,'e
structure could be perceived. .owever, detectors of sufficient dynamic range are capable of measuring
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A B C
Fig. 3. Test images used as inputs to numerical simulations.

extremely l ow contrast ira'e ry. For ::ao-p I e c ha r pe coupled photo-diode arrays with dynamic ranges of
approxim-ately 12 bits, correspondinp to i ea-k intensity of 4095 relanive to unity rms noise fluctuations,
are available. If such a detector were uFed to detect the low contrast, constant-reference synthesis
corresponding to image (a), a post-detection hims subtraction would yield. an imape with 27 to 28 meaningful
(in a signal-to-noise ratio sense) leesof display intrensity. Stated differently, if the peak intensity of
the low-contrast image is set -,q, ml to the mnximum detectable relative intensity value, 4095, all image
fluctuat ions occur in the top 2F I e%-eli of tht. detect or range. The final output imrage thus has a dynamic

range (peak intensity v'ariat ion to ro.,s noise fluctuation) of 28-1, or about 4.8 bits. Results for image (a),
slong with those for imares (h) and (c), at. sumnrarized in Table I.

TABLE 1

RESULTS - CONSTANT REFERENCE SYNTHESIS:

12 BITS OF DETECTOR DYNAMIC RANGE

IMACE A: 27 to 28 levels of
display - 4.8 bits

IMACE B: 48 to 49 levels of
display - 5.b bits

IMACE C: 49 levels of display
5.b bits

U~nity Contrast Frin
0

l
0 

Synthes is

If a synthesized imape of contrast ig)her than that achievable with the opt imur. constant reference synthesis
is to be obtained it is necessairy for both, interfering, wacs- to vary in amplitude. hig-hest possible image
centranst (and, therefore, highest ,utprut sign.l-to-noistL rat io) is achieved if each eleme,;Zal fringe pattern
ha s uin ity visibility or contras~t. Th is condi t inn is a ch1)ieved0 if the interfering waves have the same
magn itude, equal to th square toot -I I r (tu, v) I. Sucht a synthes is is represented by Fq (6), where the phase
of the resultant fringe( pattern is -l it between the interfering wav-e amplitudes:

I (x,yu,-j. = IF*!(ri,V) + 2 12

- I F 0iv) I + cos [r'(iix+,-v) + a rg- tFu, v)} (6)

Integrating over spitial frequency space. we obtain the integrated fringe pattern

l(x.y) -JJIF(Puv) dudv + Jffi(u v) Icos[27(ux+,,y) + arg{(F(u v)Hjdudv, (7)

which again has the form l(x,y) = EHAS + f(x y) lot real f(x,y). When this kind of synthesis is simulated
numerically (again excluding u-v=0 from the integration). images of considerably higher contrast result. In
particuiir. such a qynt~eqls applied to imvaje (a) results, in a bi-ased Image with minimum value 11.2 and peak
value 12.2. If we assume a 1.095:1 detector intensity dynamic range, 37410/4095 of the dynamic range is used
tip by bias, the remaining 335 devtettible levels being available for image display. The dynamic ranee of the
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final displayed image intensity distribution would thus be 335:1. Table 2 suemarizes the results of such a
synthesis for all three test images.

TABLE 2

RESULTS - UNITY CONTRAST FRINGE SYNTHESIS

12 BITS OF DETECTOR DYNAMIC RANGE

IMAGE A: 335 levels of display
8.4 bits

IMAGE B: 582 levels of display
9.2 bits

IMAGE C: 666 levels of display
9.4 bits

Effect ot I ncreasine Itae Spacebandw_Jdth Product

It is well knotn fron the study of incoherent holograthy that the signal-to-bias ratio of syntheses of this
type decreases with an incre-s, in the spacebandwidth product of the synthesis. It can be shown that. for
fixed signal level, tile hi as for tho un i ty fr infe contrast synthesis increases in proportion to
SBxE({F(u.v) ), where ,3F denotes the s pac-,bandwiqt h product of ;he synthesized inage. For the constant
reference case, bias increases in proportion to 5Bx(r"{IFI) + E{1F1'))/E{IFI)- Recalling that our test
ira?es consisted of 256x256 pixels, we wo-ild expect roughly a 4:1 reduction in the dynamic range of more

detailed 5 12x 5
12-pixel i'ages. Since such inages have roughly the spacebandwidth product of TV images

(actually, the spacebandwidth product of typical television imares is perhaps only 75% of that of a 512x512
test image), these numbers are particularly sipnificrnt. Dividinj the dynamic ranges shown in Table 2 by a
factor of four. we obtain the nurb(.rs presented in Table 3.

TABLE 3

512x512 IMAGERY WITH 12-BIT DETECTOR

TYPE A IMAGE: 89 levels or 6.5 bits

TYPE B IMAGE: 146 levels or 7.2 bits

TYPE C IMAGE: 167 levels or 7.4 bits

tnc I .s.ions

The numbers in Table 3, represent in unity contrast frin e syntheses of 512x512 spacebandwidth-product
iragery (assuring a detector with 12 hits of dynamic range for measuring image intensity values), can only be
taken as rough indicators of whit milht be achieved with a piven image. .evertheless. these results are
quite encouraging. Six to eight hits of gray level is generally considered adequate for high-quality image

display, and our test results fall within that range for imaFery of spacehandwidth product exceeding that of
conventional television imagery. These results thus clearly indicate the acceptability of time-integration

technique% for many tmope processing applications, so long as unity contrast fringe syntheses are employed.
NJote that (from Table 2) a conrint refvrence synthe,si would result in a 512x512 spacebandwidth product
Irage display with dynarlc ranpe, I-etw,.on tiree and four bits of pray level. Such displays would typically
appear noisy to te observer.

It shiou Ii he noted tCiat I ral-ery r at has ind,rgone significant processing, for example highpass or
bandpass filtering. na,' exhiilt st1'uifi';cntlv different statistics and result In i agery of display dynamic
range t' at is substant lillv hipher or lower than was the case for the three test images. We also point out
that the bias rduut in philosuphv descrihd In this paper is applicable not only to tine. Integration image
proceqsing. but also to tir- Integration spectral inalysis and to time-integration holopraphy (17,181.
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Acousto-Optic Signal Processing: Convolution
and Correlation

WILLIAM T. RHODES, MEMBER, IEEE

Invited Paper

Abstruct-The use of acousto-optic devices in real-time signal convo- relationship between the driving electrical signal and the re-
lution and correlation has increased dramatically during the past sultant modulation of light waves, both spatially and tern-
decade because of improvements in device characteristics and imple- porally, be clear. In order to facilitate a better understanding
mentation techniques. Depending on the application, processing can be
implemented via spatial or temporal integration. Two-dimensional of the systems described in later sections, we therefore first
signal processing (including image processing) is possible, in spite of the review the basic characteristics of acousto-optic cells as spatial
inherent one-dimensional nature of the acousto-optic device as a spatial light modulators. We begin by considering briefly certain
light modulator, physical constraints that bear on the types of signal waveforms

that can serve as input and the ways in which acousto-optic
I. INTRODUCTION cells can be used.

HE ACOUSTO-OPTIC cell has a long history of applica- To begin with, acoustic waves launched by the transducer
tion to optical processing and display, dating back at into the cell frequently cannot be viewed, or otherwise de-
least to the late 1930's when Okolicsanyi proposed its tected optically, if they are imaged in conventional fashion.

use in projection television systems i 11. References to its use Like an unstained amoeba under a microscope, the acoustic
in converting electrical signals into spatial light distributions wave structure remains unseen unless some special technique,
appear in a number of early papers on optical signal processing such as phase contrast imaging or dark central field imaging, is
[21-41, and in the 1960's extended research programs were used to render it visible [ 19, ch. 71.
conducted on its application to the processing of radar and As another point of great oprvaioaa' iriportance, w * note
telecommunications signals [51-[161. Various techniques de- that the electrical signals tiat , nrvf arous-to-optic cells must
ve;oped during this period have been described by Maloney in generally be bandpass in w.'.t ' -"i ,.,uency content
a highly readable paper in IEEE Spectrum magazine [17 1. De- typically in the range C I K, !_ to I Gll .. -asonably large
velopments of new techniques since 1970 have significantly fractional bandwidths are .C,:ptable, depending on the natute
enhanced the capabilities of acousto-optic cells in specific of the acousto-optic material and (he transducer [221. This
signal processing tasks. For example, through the application restriction on the input signal waveform means that signals to
of time-integration acousto-optic processing methods, process- be processed, if not originally bandpass in nature, must be
ing time-bandwidth products greatly exceeding the time- placed on car ners in order to be suitable for input. The carrier
bandwidth product of the acousto-optic device itself can be can be modulated in both magnitude and phase, allowing corn-
achieved, and spatial filtering of two-dimensional (2-D) distri- plex signal processing. In many cases, an acousto-optic cell
butions-e.g., image deblurring-is possible. can be used directly in processing of radar and RF communica-

This paper presents a tutorial review of acousto-optic signal tion signals without the need for additional modulation.
processing methods, particularly those developed during the Finally, it should be recalled that physical size of the cell
1970's, as they relate to the linear shift-invariant filtering and attenuation of sound waves in the cell material limit the
operations of convolution and correlation, both I -D and 2-D. practical duration of the signal contained in the cell at one
(See [ 181 for a complementary discussion of acousto-optic instant in time to, typically, a few tens of microseconds. This
methods in signal spectral analysis.) We place major emphasis prevents the use of acousto-optic devices in many speech and
on systems aspects, choosing examples to illustrate key points, other voiceband signal processing operations, where the mini-
A Fourier optics point of view is stressed throughout mum useful time window is typically tens of millisecond
1191-1211. (An exception occurs in spectrum analysis, where time-

integration acousto-optic processing methods can yield useful
I. USE OF Acousro-OPTIC CELLS AS short-time spectra with time windows in the tens-of-

SPATIAL LIGHT MODULATORS milliseconds range.)

A. General Background

If the operation of different acousto-optic correlators and B. Analytical Modeling

convolvers is to be understood, it is important that the basic When used as a spatial light modulator, an acousto-optic cell
is illuminated by a beam of light, usually collimated, and the

Manuscript received June IS, 1980; revised September 4, 1980. This wave field of that beam is modified by the sound .,aves in the
work was supported by the U.S. Air Force Office of Scientific Research.

The author Is with the School of Electrical Engineering, Georgia Inti- cell via diffraction processes. The na re of the acousto-optic
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light wave propagation, of the interaction region. Specifically, cosine into exponentials, we obtain
if this thickness is large compared to the distance between
neighboring acoustic wavefronts in the cell, Bragg or volume t(x, t) = {I +ja(x - Vt) exp [ja(x - Vt)I exp [i2srf0 (x - Vr)I
effects are significant and conditions for diffraction of the +a(x - Vt) exp I-0(x - V)I
incident light are modified. We begin by modeling "thin" in- exp [-j2 vfo(x - Vt)} rect (x/W), (5)
teraction or Raman-Nath regime operation, then consider
modifications necessary for Bragg regime modeling. Our or, equivalently,
analysis is I-D in nature except where extension to two dimen- t(x, t) = {I +ja(x - Vt) exp [i2irfoxl exp -j21rv 0 tj
sions is necessary. In modeling the cell we assume that sound
wave reflection at the end of the cell opposite the input trans- +ia*(x - Vt) exp [-i21rfox] exp [i/21rotl} rect (x/W)
ducer is suppressed, i.e., acoustic wave propagation is uni- (6)
directional.

With reference to Fig. I, the signal-driven acousto-optic cell where v0 is the temporal frequency of the driving RF carrier,
is characterized by a complex wave amplitude transmittance related to spatial frequency Jo by v0 =f0 V, and where
function t(xt), where x is the spatial coordinate along the a(x) = Ia(x)l,a(x) = arg {a(x)}.
axis of acoustic wave propagation and t denotes time. (We It is of considerable use to us in later analyses to express the
consistently use boldface notation to denote complex-valued transmittance function t(x,y) in terms of the analytic signal
quantities.) If we let s(x) represent, to within a proportional- itx) associated with s(x), defined by 2

ity constant, the transducer-induced elastic strain field in the M =a W exp Ij2ffx1.
acousto-optic medium at time t = 0, t(x, t) is given by [ 171 s (7)

t(x, t) = exp [j/(x - Vt)I rect (x/W) (I) Then s(x) = Re {'(x)}, and

where V is the velocity of the strain field in the medium (the t(x, r) = {1 +j(1)i(x - Vt) +(1)Y*(x - Vt)} rect (x/W). (8)
acoustic velocity), W is the width of the cell, and rect(-) de-ncostvelocity),Wis the unit ren on. the origind cthx-xi is Equations (6)-(8) serve as the principal basis for our subse-
notes the unit rectangle function. The origin of the x-axis is quent analyses.
placed at the middle of the cell. The strain field at the trans- If the acousto-optic cell is illuminated by a monochromatic,
ducer end of the cell, s[-(W12) - Vtj, is proportional to the normally incident, unit-amplitude plane wave, the complex
input signal voltage v(t); i.e., wave amplitude of the transmitted wave u(x, t) equals t(x, t).

s[-(W/2) - Vt0 = mv(t) (2) It is instructive to consider the special case where a(x - Vt) = I;
i.e., the driving waveform is an unmodulated carrier. Under

where m is a proportionality constant. If (I) is rewritten in these circumstances, u(x, t) is given by (from (6))
terms of v(t), the resulting representation for t(x, t) has the
advantage of linking the acousto-optic cell transmittance and, u(x, t) = {I +j exp [/2irf 0 x] exp [-j2'vfot]
thereby, any processor outputs directly to the input signal +/exp [-i21rfox] exp [i27rvotl}rect (x/W). (9)
waveform. However, the form of (1) lends itself to a more
compact analysis of the operation of processing systems con- Let P denote the optical frequency of the incident wave
sidered initially and will, therefore, be used for the time being; (_5 X 10'4 Hz): a, = c/X, c = speed of light, X = wavelength.
i.e., s(x - Vt) will itself in general be treated as the system If we ignore the effects of the window function, the three
input, with (2) providing the link to the driving electrical signal terms of (9) represent, respectively, an undiffracted compo-
waveform. Pictorial reasoning is generally adequate in linking nent at optical frequency v traveling in the +z direction (the
s(x - Vt) and v(t: if s(-) and mv(') are plotted as functions of zeroth order); a diffracted plane wave component at optical
the same variable, they vary only by a horizontal scale factor frequency (P - v 0 ) with propagation direction inclined through
(the sound velocity) and a delay (corresponding to the time angle sin -1 (fo ) toward the +x-axis (the -I order, taking the
required for the strain wave to propagate from the transducer sign in accord with the frequency shift) and a diffracted plane
to the optical axis at x = 0). wave component at optical frequency (y + vo ) with propaga-

As suggested earlier, the driving signal waveform is normally tion direction inclined through angle sin - ' (Xf 0 ) away from
an RF carrier that is modulated in magnitude and phase. We the +x-axis (the +1 order). The directions of propagation and
write the corresponding strain wave, for t = 0, as respective optical frequencies are noted in Fig. I. The shift in

A~x) = a(x) cos [ 27fox + C(x)]. (3) frequency of the diffracted waves can be viewed in terms of
conservation of photon and phonon momentum, Doppler

Substituting for s(x - Vt) in (I) and expanding the exponen- shift, or as a natural consequence of the diffraction process.
tial in a power series, we obtain (with H.O. denoting higher All points of view lead to the same result. The Doppler shift
order in s) point of view is attractive in that it gives us on inspection the

t(x, t) = (I + is(x - Vt) + H.O. rect (x/W) sign of the frequency shift.
The trio of diffraction orders in (9) (and the neglected higher

= {I + ja(x - Vt) cos 121rf 0 (x - Vt) order components as well) is characteristic of Raman-Nath

+ ¢t(x - Vt)] + H.O.} rect (x/W). (4) regime. operation of an acousto-optic cell. As Bragg regime
operation is approached, either through an increase in acoustic

If the modulation amplitude a(x) can te assumed small, the frequency v0 or through a broadening of the acoustic beam,
higher order terms can be neglected,' and, on expanding the

'Strictly speaking, *(x) Is not an analytic signal ns defined, but rather
'To the extent that a(x) Is not small, intermoduletion products be- the exponential representation signal associated with j(x). However,

come significant and can, in some cases, adversely affect device perfor- the difference between the two Is ignorable for the narrow.band case of
mance. Foran snalysissee 1231. concern. See 124 1.

__I .... . --------------.---------------
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x and t(x, t) can be represented by

r(x, t) = {I + ja(x - Vt) exp [-j2irfoxl

* exp [j2iwotI} rect (xlW)

V + ={1 +(1)*(x - Vt)} rect (x/W). (12)
+ As noted by Korpel 1251, relatively large fractional band-

wid.hs for the complex modulation a(x - Vt) can be accom-

a a modated while good Bragg discrimination against other orders
is retained if phased array transducers are used. Bragg regime
operation is common in acousto-optic processing, particularly
since the 1960's, because of the greater diffraction efficiency
that is generally possible. In particular, the modulation level
a(x - Vt) can be increased significantly without the production
of complicating higher order diffraction components.

C. Phase to A mpitude Conversion

Essential for the operation of most acousto-optic processingFig. 1. Acousto-optic cell showing directions and center frequencies of
diffracted waves, systems is the conversion at one stage or another in the systemof the temporal and spatial phase modulation of light,

represented by (1), into some form of temporal and spatial

modulation of light wave intensity. This can be accomplished
in several ways using the spatial filtering system of Fig. 3. The
cell is illuminated by a collimated beam of light; in the back
focal plane of lens LI appears the spatial Fourier transform of

nt(x, t). Successful operation of the spatial filtering system
depends on the physical separation in the spatial filter plane of
the Fourier transforms of the three terms of (7). This separa-
tion is assured by the bandpass nature of s(x - Vt), and re-

a quires only that the spatial bandwidth of the modulation

a(x - Vt) be smaller than fo (equivalently, that the cutoff
temporal frequency of a(x - Vt) be smaller than v0 ), a condi-

0 tion virtually always satisfied in acousto-optic cell operation.
Two principal methods of conversion are described. Addi-

tional methods are described in [261. In the Zernike phase
contrast method, the optical phase of the undiffracted wave
from the cell is shifted by 90 by a quarter-wave plate on the

Fig. 2. Geometry for diffraction in Bragg regime. optical axis in the spatial filter plane. The result is an output
plane wave amplitude given by (from (4))

the diffraction efficiency for normally incident illumination u(x, t) ={j + js(x - Vt)} rect (xIW),
diminishes, ultimately to an insignificant level. To observe with corresponding intensity, given by Iu(x, t)12

, equal to
diffraction again, it is necessary to rotate the cell slightly in its
plane, as shown in Fig. 2, until the angle the incident beam I(x, t) [I + 2s(x - Vt) + s 2 (x - Vt)l rect (x/W). (13)
makes with the cell satisfies the Bragg condition:

As desired, this intensity distribution contains the signal term

OB = sin - ' (X/2A) (10) s(x - Vt). The output of a small photodetector at point x in
the image plane will be proportional to I(x, t). Only s(x - Vt)

where A is the acoustic wavelength. In this regime, only one itself contains temporal frequency content about the carrier
of the first order diffraction components is produced with frequency v0 ; thus, if the detector output is bandpass filtered,
significant magnitude. For the case illustrated in Fig. 2, this is an output electrical waveform proportional to a delayed
the downshifted or - I component at frequency (P - v0 ), and version of U(t) can be obtained.
the effective transmittance of the cell can be represented by 3  In the half-plane stop method, either the +1 or the -I

diffraction order is blocked in the spatial filter plane, with
t(x, t) = {I + a(x - Vt) exp [j2if o xI the resultant output intensity (with a +1 order stop)

exp [-i2lot] }rect (xlW) I(x, t) = I I + j()S(x- Vt)12 rect (x/W)

I {! +i() i(x - Vlt)} rect (x/W). (1I) = {I + (&)a 2 (x - Vt) + 2s(t)} rect (xlW). (14)

If the cell is rotated through OB in the opposite direction, it is Again, a bandpass filter following the output of a small image
the upshifted or +1 diffraction component that is produced, plane detector yields the modulation waveform, since the

second term is low-pass in nature. If the acousto-optic cell is

I A mote accurate model would Include a complex constant of propot- operating in the Bragg regime, no such filtering is required, the
tionalIty with the second term. second diffraction component being naturally suppressed.

Aml
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Fig. 3. Use of spatial filtering system to convert phase modulation to amplitude modulation.

It is important to note that neither complete temporal nor (infinite limits are assumed unless otherwise noted)
complete spatial coherence is required of the wave illuminating
the acousto-optic cell in order for these conversion processes R 12 (T) = S W S2 (X + r) dx (15a
to operate, and indeed this is true of most of the correlators f
and convolvers to be discussed. This is evident if we consider
the effects on the spatial filter plane distributions in Fig. 3 of
enlarging the source of broadening its spectral bandwidth. In f SI(X - 7)S2(x)dx. (I5b)

either case, the result is a smearing out of the three diffraction
components in the Fourier plane. However, so long as these Following the notation established in Section 11, we write
distributions do not overlap spatially, the desired filtering
operation can still be performed. (For broad-band sources, it sl (x) = a, (x) cos 12frfox + t (x) (I 6a)
is necessary to use achromatic wave plates in the phase shifting = Re {F, (x)) (16b)
methods.)

There are alternative methods for modulation conversion s2 (x) = a2(x) cos 2rfox + %(x) (7a)
that do not require spatial filtering. For example, Meltz and = Re {i2(x)) (17b)
Maloney note that simple propagation of the transmitted opti-
cal wave distribution through a distance Z.= ) 2 /2A leads to where i, and Y2 are the analytic signals associated with s, and
the same result as the Zernike phase contrast method dis- S2, respectively. Exploiting the properties of the analytic
cussed above, assuming satisfactorily small modulation band- signal representation, one can write the correlation of real
width 1141. In addition, if shear-wave acousto-optic cells are waveforms s (t) and s2(t) in terms of a complex correlation of
employed (for example, TeO 2 ), lensless conversion methods i' (t) and '2 (t): 4

using birefringent waveplates and polarizers can be em-
ployed 116,. R 2(r)() Re f (x-r) k(x)dx} (18a)

Ill. I-D SPACE INTEGRATING CONVOLVERS

AND CORRELATORS

A. Notation and Basic Relationships =(-)Re exp 1j2rforTfua(x- i)a 2 (x)dxj (18b)

Given two real-valued distributions sl(x) and s2 (x), we f

desire to evaluate either their convolution or their cross (I) Re {exp (if0v]r 12 Q"} (l8€)
correlation. Since the two operations are related through

simple coordinate reversals, we concentrate on the cross corre- (1) r2(1) cos [ 27for + 012(r)] (18d)
lation, this being the operation of greatest interest in radar
and RF communications signal processing. Iii acousto-optic where

processing, S IW, s2 (x), and, therefore, their cross correlation
are narrow-band signals- carriers modulated, in general, both in r12( ) f J (x - r)92(x) dx (Ise)
magnitude and in phase. As we shall see, acousto-optic correla-
tors can be constructed to yield as output either the envelope () -r 12 0i1 08f
of the correlation function or the entire complex modulated
carrier. 012(f) - arg {rl2()}. (lag)

Before considering specific examples of systems, we estab-
lih .ome basic notation and relationships for the correlation 4 The proof is relatively easy if it is remembered that the analytic

integral. The cross correlation of real s, and s2 is given by signal contains only positive frequency components.
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Fig, 4. Nonheterodyning correlator/convolver with single doubly diffracted component incident on
pinhole defector.

It should be noted that aI and a2 can represent real baseband a (x. vtI
signals (which are placed on a carrier for acousto-optic modu- '_ _

lation) if oi and k2 equal zero or pi. In that case, R 12 (r) is a_.di s _-

pure amplitude-modulated carrier with the amplitude convey- I ui woo-

ing the correlation of a, (x) and al (x). A A ,A

B. Nonheterodyning Space-Integrating Correlator

In the traditional form of acousto-optic correlator, the inte- (a)
gral of (I5) is an integration over a spatial coordinate. As a 1
first example of a space-integrating correlator, consider the 2

system of Fig. 4, which evaluates the square of the correlation
envelope r, 2 (r). The acousto-optic cell can be operated in the ,

Bragg regime, though we assume Raman-Nath operation in

our analysis. The complex wave amplitude of the cell is as-
sumed to be given by (1) with s(x - Vt)= s(x - Vt). The (h)
spatial filter mask in plane P3 is constructed to pass only the * ,
frequency-upshifted +1 diffraction component, and the wave dhs. of 2

amplitude incident on the mask in plane P4 therefore has the 'i Imit"

form (note that the sense of the x-axis has been reversed in
this plane, consistent with the inversion undergone in imaging V - v

plane P2 to plane P4):

Uinc(x, t)(= )i,(x - Vt) rect (x/W). (19) (c)
Fig. S. Functions involved in correlation operation.

The mask itself, which may be a phototransparency, is repre-

sented by amplitude transmittance
at the pinhole is thus given by

tM(x) = HI + s2(x)]

=1I +(1)i 2 (x)+(1)i2*(x). (20) Upinhole(t)=( i'*f(x- Vt) 2 (x)rect(x/W)dx. (22)

The absence of a factor j in the second and third terms is
consistent with the amplitude modulation characteristics of Except for the window function, this function is proportional

photomasks. to r1( Vt) exp ti2irr0 t]. The detector output id(t) is propor-

The wave transmitted by the mask has complex amplitude tional to the wave intensity I upnhole 12 , thus to the extent
that the windowing effect of the finite cell length can he

Uitrana(X, t) = Uin¢(X, t) ra(X) ignored (and dropping a proportionality constant).

= {(1)F(x - t)+(14)i(X - V )i2(x) dqt = r| rt. t23

+ (1 )i'*(x - Vt)r2(x)} rect (x/W). (21) It should he noted that this system requires illumination from
a point source because of the pinhole detection arrangement.

To within a quadratic phase factor, the final lens Fourier The source may. however, have broad spectral bandwidth.
transforms this distribution and the pinhole samples the subject to the spatial filtering requirements in plane P1 .
resultant transform distribution at the origin, i.e., at zero In a closely related system, the photomask is replaced with
spatial frequency. Of the three terms of (21). the first con- a second acousto-optic cell, driven from the bottom. Taking
tains spatial carrier term exp 1-i21rfoxi and the third contains the axis inversion into account, the mask transmittance then
exp [-i2tr2fox1. Only the second term, corresponding to a becomes
doubly diffracted wave component, has spatial frequency
content about zero spatial frequency, and the wave amplitude (x. tI - I + i,(x + Vt) + 1P(x + Vt). (24)
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Fig. 6. Heterodyning correlator/convolver with zero and +1 diffraction component imaged on
reference mask ti(x).

Proceeding as before, we find the detector output to be pro- nominal direction to pass the detector plane mask. Thus so
portional to r(2 Vt), or, if the sound velocities are different, far as the detector is concerned, we need consider only the
to r 2 1( "1 + V2 ) 1, where the meaning of V, , V2 is obvious, wave field
Two-cell systems are convenient in that no photomask record-
ing is required. It should be noted, however, that if such a sys- Ud(x, t) = {(2)i' (x - Vt) + (1)g2*(x)} rect (xlW). (26)

tem is to be used to correlate electrical signal waveforms Since the detector responds only to the time varying energy
vt (M) and v2 (t), it is a time-reversed version of V2 (t) that must flow in this wave field, we can write for id(t), the detector
drive the second acousto-optic cell. (This can be seen by con- output,
sidering the form of the spatial pattern induced in the cell
that results, e.g., from a frequency-chirped input signal.) In t
certain cases a time-reversed version of v2(t) may be difficult id(t) = JUd(x, t)12 dx
to produce.

Window-imposed limitations on space-integration correlator
(and convolver) operation are illustrated with the help of =rect(x/W)dx

Fig. 5, which shows (a) the signal s, (x - Vt) moving past the
window function, (b) the stationary phototransparency signal
s2 (x), and (c) acousto-optic signal s 2 (x + Vt) moving under a "
window. In order for the window to be ignorable, signal s, (x) + ()J Ii(x) rect (x/W) dx

must be no wider in extent than window width W. For

matched filtering operations, this means that the duration T of
the signal to be filtered should not exceed the acoustic transit + (1) Re Ji[(x - Vt)Z 2 (x) rect (x/W) dx (27)
time across the cell WIV. As noted earlier, this transit time

rarely exceeds several tens of microseconds. For signals of
greater duration, only 'partial correlation is possible with the The third term is, again to within limitations imposed by the

space-integration method. window function rect (x/W), the desired cross correlation
R12 ( Vt). Since R12 ( Vt) rides on a temporal frequency carrier

C. Heterodyning Correlators vo = Vfo, it can be separated by bandpass filtering from both
With only minor modifications, the system of Fig. 4 can be the second term, which is at dc, and from the first term, which

made to yield the complete phase-bearing correlation function is a baseband term with twice the bandwidth of the modula-

Processors tion a, (t). As before, a second acousto-optic cell can be usedR12 (') as output, not simply its envelope r12 ('). frcs or tesgas2 a el
that do this are generally referred to as heterodyne processors,

since the information-bearing carrier is produced by the hetero- A characteristic common to all heterodyning corelators and

dyne mixing of two optical waves at the detector. For the convolvers is the mixing at the detector of light waves with

example shown in Fig. 6, we allow the zeroth order to be optical frequencies in two distinct bands (in the above case

passed by the spatial filter and replace the pinhole in front of separated nominally by v 0 ). In an alternate scheme described
the detector with an off-axis opening to pass one of the dif- by Sprague in a review of acousto-optic correlators 1271, the
fraction components. For analytical convenience we also basic system of Fig. 4 is used, with the spatial filter passing the

introduce a 900 phase shift in the +1 diffraction component, +1 and - I diffraction components from the acousto-optic cell

although this is not essential. Proceeding as before but includ- (shifted by ±V 0 , respectively) and blocking the zeroth order.

ing the zeroth-order diffraction component, we have for the The complex amplitude of the light wave transmitted by the

wave field transmitted by the mask mask is proportional to

Utran,(X. 0)= {11I + (12)r,(x - V0)] Utralns(x, t)=~ w { (,X - vt) + ( )1''(x - Vtol

+ [l( )W2(x) +( -)i2(x) } rect (x/ W). (25) 11l+ (2) W(x) + ( )Z2(x) } rect (x/W). (28)

Of the various product terms, only the singly diffracted com- In this case, only the product terms (*)Fj(x - Vt)rA(x) and
ponents (1)i7*(x - Vt) and (2)i2*(x), both of which contain (k)PI (x - Vt)i2(x) have nominal propagation directions along
spatial carrier terms exp [-i21rfoxi, travel in the correct the z-axis. Thus the complex wave amplitude at the on-axis
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Fig. 7. Proximity imaging, or compact correlator/convolver: (a) basic system; (b) diagram showing
relative optical frequencies and origins of components that reach detector.
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Fig. 8. Fourier plane heterodyne processor: M = mirror and BS = beamsplitter.

pinhole is given by In this case the cell and mask are assumed to be sufficiently
close together that they can be characterized by the product

Uplnhote(t) =() J f1' (x- Vt)Z 2 (x) transmittance

Fx- Vt)(x)I rect (xW)dx tprod(X, t) = t(x, t)tm(x)
+ (1 t)exp (j]Z,/(x- Vt)" l+ (I-) exp [i0 I Z (x - Vt)

(y) Re~r 1(x - Vt)i 2(x) rect (xlW) dxl. +()expli/ls1 (x Vt)]

f [I + (1)'2(x) + (4)r2(x)j} rect (x/lW).

(29) (31)

Ignoring the window effect, this is the desired correlation. The The phase factor exp {i01, which depends on the distance
detector, responding to the intensity of the light at the pin- separating the mask and the acousto-optic cell, is chosen for
hole, has output convenience in analysis to equal -j. (For some other choice,

id(t) = I R12 (Vt) 12 = r12 (Vt) cos2 [ 21w0 t + 0 12 ( Vt)] the phase of the carrier of the cross correlation function
changes.) With normally incident illumination of the acousto-

= " "r!)2( Vt) + ""(4]rhvT2 cos 12,r2vt + 20,(Vt)]. optic cell, the light that passes the detector plane mask corre-

(30) sponds to the product terms containing spatial carriers of the
form exp [i21rf 0x], or the terms (1)1'1 (x - Vt) and (4)1'2 (x).

The second term, on a carrier, can be extracted by bandpass The energy flux associated with these two waves, which
filtering. Some additional processing is required to obtain governs the detector output, is given by
r12 (Vt) and, if desired, 012( Vt) as final outputs.

A number of heterodyne correlators have been described
that do not require the careful imaging of the acousto-optic id(t) = (4)r, (x - Vt) + (1)1()1 2 rect(xW)dx (32)
cell onto the phototransparency that is characteristic of the J
systems of Fip. 4 and 6. An example is illustrated in Fig. 7. which evaluates to the same form as (27).
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In order for this kind of correlator (sometimes referred to as mixes with the wave 9(-t) at point = , to produce an out-
a compact configuration correlator) to function correctly, it is put beat signal. This beat signal is itself sinusoidal at frequency
necessary that the basic form of the wavefield transmitted by v.; however, its magnitude and phase are governed by the
the acousto-optic cell not change significantly over the propa- magnitude and phase of the L.O. wave at point t. Thus, §2()
gation distance separating cell and mask. This in turn imposes plays the role of a transfer function, leading to an alternate
constraints on that distance and on the bandwidth of the com- point of view of the processor. In 1291, Korpel establishes .
plex modulation a, (-) 1141. This kind of processor geometry various basic relationships between this transfer function point

has been exploited extensively by researchers at the Harry of view and the convolution point of view. Recently Florence
Diamond Laboratory with planar Bragg mode acousto-optic and Rhodes 1301 have described a generalization of the
processors, typically with a second, reverse direction acousto- Fourier plane heterodyne processor wherein the L.O. wave
optic device replacing the phototransparency [ 281. field varies in optical frequency as a function of Fourier plane

coordinate t. The mixing processes that result lead to signal
0. Fourier-Plane Heterodyne Processing input-output relationships described loosly as a nonlinear

We close this section with a description of one additional mapping of signal frequency components. The method can be
type of space-integrating optical processor, investigated by used for certain kinds of bandwidth compression and
Whitman et a/. 15], that emphasizes the diversity of ways in expansion.
which acousto-optic cells can be employed for signal filtering.
Shown in Fig. 8, this system places the detector in the Fourier IV. I-D TIME-INTEGRATING CONVOLVERS
transform plane of the acousto-optic cell, behind a mask that AND CORRELATORS
passes only the - I diffraction component. Incident on the A. Introduction
detector are two wave distributions, one given by the spatialFourier transform of the distribution "s1 (x - Vt), the other- Acousto-optic processors are well suited to ide-band signal
Fureer tranform the dalostibuaton (xL. ) ben dter- processing, with acousto-optic correlators being particularlyreferred to as the local oscillator (LO.) wave-being deter- applicable to radar signal processing. Situations arise, how-
mined by the nature of the optical system in the second arm ever-for example, in direction finding of noise-like sources-
of the optical system. Letting t denote the Fourier plane co- where correlation times exceeding the transit time of the
ordinate and denoting the L.O. wave (for reasons that will be- acousto-optic window are desirable or necessary. Extensions
come clear) by (t)et (-r we thus have for the wave amplitude of the basic space-integrating methods discussed above have

Sa ebeen investigated where correlation times are increased by the

Ud(, t) = ( ) S,() exp I-j27rtVt] + () S*(-t) (33) use of multiple cells with delay lines and by the use of folded-
path acousto-optic devices [311. Especially important in ex-

where S, Q~) exp 1-j2n Vt I is the spatial transform of signal tending the capabilities of acousto-optic devices has been the
distribution ?I (x - Vt). The detector output is given by development of an alternate class of acousto-optic processors,

known collectively as time-integrating processors, that allow

id(t) = I u d Q, t)12 dt (34) integration times of the order of tens of milliseconds and

which, by Rayleigh's theorem, can be written as B. Two-Cell System

! 3We begin with a description of the first processor of this
id(t) = fI( )' (x- Vt)+ (4)i'(x)12 dx class to be developed, reported by Montgomery in 1321 and

illustrated in Fig. 9. Because time-integration processing is

1f 2 characterized by integrations with respect to time rather than
(1) i(X- Vt)12  dx +(space, we modify our point of view from that taken in the4 ' fI fprevious section and emphasize t, the integration variable, by

writing the acousto-optic cell transmittance directly in terms
Re o f the driving signal waveforms, v, (t) and v 2 (t). For con-

2() 1 (x - Vt) 2 (x)dx (35) venience of notation we also move the x-axis origin from the

optical axis to the bottom end of the cells. Under these cir-
where i 2 (x), the inverse spatial transform of 9 2 (Q), is the cumstances, we can write (omitting a modulation proportion-
analytic signal associated with real signal s, (x). The first term ality constant and the window function)
of (35) is at baseband, the second at dc. The properties of tj (x, t) exp livt (t- x1 V)j (37a)
analytic signals are such that the third, or ac term, denoted
iac(t), has the form of a convolution, I I +iv i (t - x/ V) (37b)

ft2(X, I)= exp [UV2(t + x1/v- T)] (38a)

ia(t) =  SI(x- Vt)s 2 (x)dx. (36) -[l+1v 2(t+x/V- T)1 (38b)

where
As a function of time, this term represents a filtered version of

the input signal waveform v, (t), with the filter impulse re- v, (t) = b, (t) cos [2iw 0 + 0 (t) (39)
sponse being governed by the function s2 (x).

As noted in 1151, a signal (t) - cos 21rpt input to the v2 (t) = b 2 (t) cos [2wo t + 0 2 (t)]. (40)
acousto-optic cell produces a single spot of light, downshifted In (38) the + sign denotes the reversed sound wave propaga-
in frequency by v, at point ts on the detector. This spot tion direction, and T is the cell transit time WI1V.
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I
vOPEN

Fig. 9. Example of a two-cell time-integrating correlator/convolver. Rays show directions of principal
diffraction components.

As before, we introduce the analytic signal representations clockwise and cell 2 being rotated counterclockwise through
for v, , v2 , writing the Bragg angle. Under these circumstances, the conjugated

terms of (45) and (46) are suppressed, and the product
vi(t) = Re {i, (t)} (41) transmittance has the form

V2 W= Re {2(t} (42) tpod(X,t) [I +j()ii (t - xIV)l I + i(1)u2(r + x/V- T)I.

where
(50)

1,(t) = b, (t) exp [Iil (t)] exp [2rnvot] (43a)
If the cell pair is illuminated by a nominally collimated light

= b, (t) ex p [i2rpVot] (43b) beam, the pair of openings in the pupil plane mask pass

S2(t)=b2 (t) exp [i/02 (t)] exp [j2hveti (44a) only diffraction components corresponding to the terms
j(I)VI (t- x/V) and j(1) 2 (t +x/V- T), with a resultant de-

= b 2 (t) exp [j27t 0 tl. (44b) tector plane intensity distribution given by

In terms of the analytic signals, the transmittance functions ld(X, t)= 1( ),(t-x/V)+ (4)V 2(t+x/V- T)12

become
tj (X,t)= {I + i(bi) (t -x/ V) +&~l)V(t- x/V)} (45) =()4~ txV1 4()[(~l-

T I

t2(x,t)= {I +j( 2)iF2(t+x/V- 7+i( 2)D*(t+xIV- T)}. ()R 'txV 2txV ). (1

(46) The detectors in the output plane array perform the integra-
tion with respect to time, integrating charge at a rate propor-

Although the notation has been changed from that of Section tional to the incident light intensity. Thus letting EAT denote
II, it is important to note that the analytic signal terms ill , i52, the light energy delivered at point x on the detector array
15,, and 02* correspond directly to the acoustic wave terms during an interval of time T, the output of the integrating
i1l", Z , and r2 of earlier analyses. Specifically, as functions detector at x is proportional to
of x they lead to the same diffracted wave components as be-
fore and can be filtered out by appropriate spatial filter plane ( )I - x/V) xV- T)dt
stops. AT J t

As a function of the real signals v I (t) and u2 (t), the cross-
correlation function R 2 (r) has the form +(4)Re J '(t-x/V) 1 (t+x/V-T)dtj.

AT

12 (r) f v, (t - r) V (t) dt (47) (52)

To the extent that AT can be assumed infinite, the first two
terms of this expression evaluate to constants and the third to

If }the desired correlation; thus,
R(= (1) Re~J (t - r)152 (t) dtf (48a) EA(x) - bias + R12(2x/I - T). (53)

= (1) Re {exp (i21r 'or P12(7)} (48b) In practice, integration times are limited by dark current,
which ultimately saturates the linear response of integrating

where photodetectors. Nevertheless, as suMested earlier, integration
times of tens of milliseconds are possible with low noise CCD

(7) b -) b2 (t)d (49) photodetector arrays, and these times can be extended by
2) ( dt.(9 post-detection digital integration. The acousto-optic window

no longer limits the signal duration, but it does impose a

In practice, the two cells of Fig. 9 are typically operated in restriction on the correlation variable r, limiting it to the range
the Brag regime with, for example, cell I being rotated 0 4 4 W1V. This restriction can present difficulties in certain
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Fig. 10. Zeroth-order depletion.I -
walmw

,it)

Fig. 11I. Single-cell time-integpration system. Dotted line in spatial filter denotes phase shifter.

areas of application when, for example, relative time delays illumination is modulated by signal v2 (t), such that

between signals are unknown. Perhaps the major limitation lillum(t) = 8 + 12(t), (54)

of time-integration processors is the presence of the bias terms

that attend the desired correlation function. These terms also where B is a bias sufficiently large to keep the sum [B + v2(t)1

drive the integrating detectors toward saturation and, because nonnegative. The detector plane intensity is thus given by
they are signal dependent (both as functions of time and of

space), may be difficult to compensate with post-detection Id(X, 0- lillum(t) Il + ( )il(t - xIV) 12

processing. In spite of these bias terms, however, excellent = [B + v 2 (t)If I + (I)b 2(t - x/V) + vt(t - x/V)[ (55)

processing gain is achievable with time-integration methods

when applied to matched filtering operations [ 27 1. with associated time-integrated intensity

A possible drawback of the two-cell system just discussed
relates to a phenomenon known as zeroth-order depletion. EAT(X) = BAT + {Bvn(t - x/V)

The basic idea is illustrated graphically in Fig. 10, which shows T

a bandpass acoustic wave diffracting light in the Bragg regime. + V(t I + (W)b2(t -xtV)} dt

Where the acoustic wave is weak, low-efficiency diffraction of

the incident beam has relatively little effect on the intensity +f vi(t - x/V)va(t) dt. (56)
of the undiffracted component of the output. With high dif- JA T

fraction efficiency, however, a sufficiently large fraction of

the incident wave is diffracted that the zeroth order-that part The first term in this expression is a spatially uniform bias,

of the wave field that is to be diffracted by the second cell-is which builds up with the integration time AT; the second term,

modulated both temporally and spatially rather than being being governed by an integrand at the carrier frequency 0, is

constant. High diffraction efficiency operation results in negligable for AT>> I/P0 . The third term, for AT sufficiently

reduced accuracy because of this phenomenon. large, is the desired correlation Rn1(2) as a function of x/V.

C. One-Cell System D. One-Cell System with Electronically Inserted Reference

Fig. I I shows an alternate time-integration correlator, of We note briefly a method suggested by Kellman for increas-

a type described by Turpin [341 and by Kellman 1351, that ing the versatility and convenience of time-Integration acousto-

overcomes the zeroth-order depletion limitations of the two- optic processors. The system employed is a simple modifica-

cell system and is generally simpler to implement. The acousto- tion of that of Fig. I1, in which input signal un(t) is replaced

optic cell, illuminated with light from an LED or laser diode, by signal

is driven from the top by signal u,(t) and imaged onto the ul(t) - bh(t) cos [2x(o + Pc)t + 01(t)] + A cos 2m'et (57)

integrating detector array. The spatial filter plane mask shifts
the phase of the zeroth order by 900 and blocks the frequency- obtained from vn(t) by shifting the carrier frequency by an

downshifted diffraction component. The intensity of the amount ue and adding a cosine signal at that smie frequency.

k_.,~~~~~~~~ 

~ ~ ~ b-y alh"- ... -. 

- - ........- 
...
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With u'a(t) as the input, the acousto-optic cell transmittance,
assuming Bragg regime operation, is given by

t(x, t)- I +jIA + ( )i 1 (t - x/V)] exp [j21rve(t - x1V)]. (58)

ne cell is illuminated as before by the modulated diode and v I
imaged, this time with a zeroth-order stop. The resultant
detector plane intensity is given by

Id(x, t) = [B + v2 (t)] IA + (I )j 1(t - xlV) 12

= [B + v2(t)] [A2 + (1)b2(t - x/V) + Av, (t - x1 V)].

(59) v2 (/

Assuming AT >> 1Ivo, the associated time-integrated intensity
is approximated by

EAT(X) = A 2BAT+A J v1 (t - x/V)v 2 (t) dt (60) Fig. 12. Cross-ambiguity processor: Input cell geometry.
which consists again of a bias plus the desired correlation term.

which is similar to the results for the previous system (which Because Kbl(t) is small, the signal-to-bias ratio of the output
corresponds to setting A equal to unity), but now the ratio of distribution is itself relatively low.
the correlation term to the bias term is proportional to A- 1

and can therefore be adjusted for optimum system perfor- V. EXTENSIONS TO TWO DIMENSIONS
mance (401. Although the great majority of acousto-optic processors have

I -D inputs and I -D outputs, certain 2-D processing operations

E. Linear Intensity Modulation Method are possible. The classic example of 2-D acousto-optic pro-
As our final example, we describe a time-integration cor- cessing involves the use of astigmatic imaging systems to allowrelator/convolver that represents a significant departure from multiple I-D correlations or convolutions to be performed in

reao/ovle htrpeet infcn eatr rm parallel in a channelized system [31. Systems employed are

the other systems-both time-integrating and space-integrating- parainfa extensste 131. S ystems

that w e have considered to this point. Th e schem e, described discusse d n tSec ion ob the image -ofte l-D acust o-

by Sprague and Koliopoulos (331, relies on characteristics of discussed in Section III, but the image of the I-D acousto-

acousto-optic cells operating in the Bragg regime at high dif- optic cell signal s(x - Vt) is spread out in the y-direction to

fraction efficiencies. For an acousto-optic modulator with illuminate a mask transparency that varies not only with x but

sinusoidal driving signal v(t) = b cos 2fnrot, the intensity of the also with y. The single output plane mask and detector be-

diffracted wave Idiff for Bragg regime operation is given by come multiple masks and detectors at different distances

Idiff = ilIum sin 2 (Kb), where lillum is the intensity of the above the x-axis.

incident light and K is a constant. For low diffraction effi- A reasonably sophisticated 2-D acousto-optic processing

ciency, Kb << I and Idiff is approximately equal to (Kb) 2 , operation on a gair of I-D signals is the evaluation of the cross-

consistent with our earlier analyses. In Sprague's scheme, the ambiguity function. Given two analytic signals 1 (t) and i 2 (t),

driving signal is of the form v(t) = [bo + b1 (t)] cos 21vo t, their cross-ambiguity function is given by

where bo is chosen so as to place operation in the linear por-
tion of the sin 2 curve; i.e., Kbo = 7/4. Under these circum- 712(7, P) = 1 v(t - T)v2(t) exp [j2,rvt] dt (65)

stances, the diffracted wave, modulated both temporally and
spatially, has the form which can be viewed as the complex correlation of v1 (t) with

diff(x, t) - lillum sin' [K(b0 + bl(t - x/V))]a frequency-shifted version of v2(t). A space-integration
acousto-optic implementation, described by Said and Cooper

- lillum [( ) + Kbl(t - x/V)]. (61) [421, is explained with the help of Fig. 12. The two real band-
pass signals vi(t) and v2 (t) are input to a pair of crossed cells,

The illuminating beam is modulated according to with propagation directions at 45 to the x-y axes. The com-

lillum(t) = B + b 2 (t) (62) plex amplitude transmission of the acousto-optic cell pair is
given by (ignoring the effect of the window)

and the acousto-optic cell is imaged onto the detector plane
with only the diffracted component passed. The resultant tpair (x, y,t)f[1 +0 s (/ IIx4y-Vt])]
detector plane distribution is thus [I +/s2(2 I[x - y - Vt] )]. (66)

Jd(x, t) = (B + b2 (t)] [(4) + Kb1 (t - x/V)] (63) The cell pair is illuminated with a nominally collimated light

with integrated intensity beam and imaged, with all but one (doubly) diffracted wave
component being stopped by a spatial filter plane mask. The

EAT(x) - (1) BAT + f [(4)b2(t) + KBb(t - xlV)J dt transmitted component has the form
fAT atm(x, y, t) - 1(-Vr2 Ix + y - Vt] )ii(,r2 [x - y - Vt]).

+ K bI(t - xV)b2 (t) dt (64) (67)

fAT To pass this component, the spatial filter must consist of an
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moul~rv2(t)

Fig. 1 3. Time-integration cross-ambiguity processor schematic.

opaque mask with an opening shifted vertically off axis. The at an angle that varies linearly with time in the y direction and
wave distribution Utrans(X, Y, t) is now acted on by an astig- is constant in the x direction. Such a wave, described analyti-
matic lens system that images in the vertical direction while cally by exp [-j27rayt] exp [-j2rP ], where a and 0 are con-
Fourier transforming in the horizontal direction 131. The stants, can be produced by driving the third acousto-optic cell
resultant output wave amplitude is given by with a sinusoid that is ramped linearly in frequency-a chirp.

The interference of the waves from the two subsystems pro-

Uount(U, y, 0 f r (-'x Vtl)i 2 (vt/[x - y - Vtl) duces the intensity distribution

exp [j2iruxl dx (68) Id(x, y, t) = 1i(t - xlV) 2 (t) + exp (-/21rtiyt)

which equals 712(2 \/2y, u), as long as both signals are within exp (-i2rlix)I
2

the aperture. The observed intensity is the squared modulus = I (t - X/V) i2 (t) 12 + I
of this distribution; if phase is to be preserved, interferometric + 2 Re {exp (i2nomx)ij(t - x/V) 2(t)
means can be used.

An area of considerable current interest is the application of - exp (i 2ffpyt)} (69)
time integration acousto-optic techniques to 2-D signal pro- If this distribution is integrated with respect to time, the third
cessing applications 1341, 1371, 139). We illustrate with a
system described by Turpin 134] for cross-ambiguity function term yields

calculation. Fig. 13 is a schematic representation of this sys- 2 Re {exp (i21rax) r(t - x/V)i 2 (t) exp (i 2w1yt)}.
tem, greatly simplified to illustrate the concept, not the optics.
(The actual system is too complicated optically to illustrate Assuming that the constant a is sufficiently large, this distribu-
easily, requiring a combination of spherical and cylindrical tion takes the form of a sinusoidal fringe pattern whose magni-
lenses as well as spatial filtering masks to remove unwanted tude and phase carry the magnitude and phase of the cross-
diffraction components.) Light from the laser source, split by ambiguity function. Specifically, assuming AT to be large, the
a beamsplitter, travels through two subsystems to be recom- integrated output intensity is given by
bined interferometrically in the output plane. In the upper
subsystem, the laser beam is first modulated in complex am- EAT(x, y) = bias + 21 7 2(x/V, y)l
plitude by an acousto-optic modulator, which is driven by cos f2rx + arg ta,2 (x/V, y)}J. (70)
narrow-band signal 0 2 (t). The output of the acousto-optic
modulator is a light beam (a single diffraction component It should noted that the accompanying bias distribution is
from the cell) with complex amplitude a2 (t). This beam is a function of spatial variable x. However, this distribution
expanded in the horizontal, or x direction and recollimated so is spatially low pass in nature. If the output distribution is
as to illuminate the entire width of the second acousto-optic scanned with a television camera (the camera itself performing
cell. The output of this second cell, which is driven by signal the time integration), the output video signal will contain a
VI(t), is expanded and recollimated in the vertical direction low-pass component, which can be filtered out, and a bandpass
and imaged with appropriate spatial filtering in the horizontal component, which conveys the desired ambiguity function.
direction. The result in the output plane is a complex wave The tilting plane wave from the lower subsystem must be
amplitude distribution given by P(t - xIV)a 2 (t). Note that "restarted" periodically. Assuming it switches back to its
as a function of output plane coordinates this distribution starting angle instantaneously, there are certain values of y for
varies only in the x direction, which the optical phase of the wave changes continuously with

Also incident on the output plane is the light wave produced time. For other values of y, however, the phase function
by the second subsystem. This wave is planar and is incident exp [-/21yt] has periodic discontinuities as a function of time.
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Fig. 14. 2-D triple product time-integration processor. Spatial filtering masks not shown.

Only for those values of y for which the wave phase changes ECT ,ICA
continuously as a function of time is the desired ambiguity I NPUT LOECInC OUTPUT
function produced. In essence the periodic tilts of the plane IwNVERTE

wave introduce a comb filter effect in the signal analysis. The
total number of discrete frequencies represented by the comb
can be shown to equal the time-bandwidth product of the
third acousto-optic cell. CNV'TER

The scheme just described is complicated somewhat by the
interferometer nature of the system. Not only must a laser .
be used as the light source, but system construction must be I .YI
interferometrically stable. Kelman has investigated a class of
2-D time-integration processors based on a simpler, imaging- Fig. IS. Image processing system.
type architecture (401. Fig. 14 shows the basic form of such
systems. In essence, the two acousto-optic cells of the system
are imaged onto each other and onto the output plane, which 2-D convolution g(x, y) = f(x, y) * h(x, y). An essential feature
contains a 2-D array of integrating photodetectors. Intermedi- of the system operation is the conversion (invertible through
ate spatial filtering, not shown in the figure for simplicity, sampling relationships) from 2-D to I-D signal representations
leads to a term in the output plane intensity distribution that and back again. The acousto-optic system employed for input
is given by and output conversion serves the purpose of producing a set

of sinusoidal fringes. These fringes, with intensity If(x, y; t) =

(x, y, 0) = V(t) 2(t - x/V)v 3 (t - y/V). (71) 1 + cos [iot + 2w(ux + vy)], result from the interference of
light from a pair of mutually coherent light spots. These light

The integrated intensity, as a function of x and y, is thus given spots are scanned in orthogonal directions by acousto-optic
by beam deflectors to produce fringes of controllable spatial fre-

quency. Depending on the relative temporal frequencies of the

ET(Xy) = bias + I v(t)V2(t- x/V)v 3(t- y/V)dt. (72) two spots (also determined acousto-optically) the fringes may
fAT be stationary (wo = 0) or moving with constant phase velocity

(coo 0 0).
Depending on the form of u10), u2 (t), and u3(t), this system, Consider the input conversion operation first. We assume
refered to as a triple product processor, can be used for cross- that the image to be processed f(x, y) exists as the intensity
ambiguity calculation or for large time-bandwidth product transmittance of a photo transparency. (It is significant that
spectrum analysis (see [ 18 1). f(x, y) is the intensity transmittance, as opposed to the corn-

We close this section with a description of a 2-D image pro- plex wave amplitude transmittance, of the transparency, for
ceasing technique currently under investigation by the author this means that the system is insensitive to such things as
(431 that can be performed using acousto-optic devices. The emulsion thickness variations and the severely limited dynamic
operation of the overall system is shown schematically in range of wave amplitude spatial light modulators.) This pl-oto-
Fig. 15: f(x, y) represents the input image and h(x, y) the transparency is transilluminated by the fringes and the trans-
spatial impulse response; the output g(x, y) is given by the mitted light collected by a large photodetector. The detector
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III. THE FALLING RASTER IN TIME-INTEGRATION FOLDED SPECTRUM

ANALYSIS

[An excerpt from "The Falling Raster in Optical Signal
Processing," to be published in Icenargrfmsging i Q tic-a Signal
PEg Ess2 g, W. Rhodes, J. Fienup, and B. Saleh, eds. (SPIE,
Bellingham, 1982; Volume 2 in Advanced Tnstitute Series).]

In optical processing we usually associate the falling raster
with space-integration folded spectrum analysis. However, it also
plays a critical role in the folded spectrum analysis of 1-D
signals using tiff-integration optical processing methods El-18].
In this section we consider this aspect of the falling raster,
starting with what we have found to be an extremely useful analogy
between time-integration optical spectrum analysis and incoherent
holography.

A. Incoherent HolograRhy anglogy

In Fig. 9a we show a conventional coherent optical spectrum
analyzer with falling raster input and folded spectrum output.
Consider now the situation shown in Fig. 9b, where the raster
recording, rather than being uniformly illuminated, is scanned,
line by line. Clearly a f+lded spectrum cannot result from such
an operation, since at any time wave intensity in the back focal
ps is aa
plane of the lens is uniform. If, however, as shown in Fig. 9c, a
reference wave, mutually coherent with the scan wave, isintroduced by focusing a spot off axis in the raster plane, the

output-plane intensity will at any time consist of a sinusoidal
fringe pattern. If photographic film in that plane integrates the
incident intensity pattern as the raster is scanned, the result
is, in most aspects, equivalent to a Fourier transform hologram of
the raster record. Specifically, each sample value along the
raster (and, therefore, each sample in time of the waveform f(t))
is mapped into a sinusoidal fringe pattern whose amplitude (and,
if the raster is complex-valued, phase) is determined by the
(complex) amplitude of the sample. So long as the focused
reference point is sufficiently far off axis, each such fringe
pattern is characterized by a unique spatial frequency.

In Fig. 9d, the situation is similar, except that now the
raster record has been removed and the scanning beam is modulated,
e.g., by an electro-optic modulator, as it scans. So long as the
scanning beam is modulated in time in the same way as it would by
transmission through the raster recording itself, the result in
the output plane is the same time-integrated fringe pattern as for
Fig. 9c. Note that an identical time-integration pattern will
result if it is the scanned light spot that has the constant
amplitude and the non-scanned spot that varies as f(t). Indeed,
one beam can vary in amplitude as a(t) and the other as b(t),
again with the same result, so long as a(t)b*(t) - f(t).

The system of Fig. 9d contains all the essential features of
an interferometric 2-D time-integration spectrum analyzer for I-D
signals3 a scanner executing a falling raster, a modulator, a
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reference source, and a time-integrating detector to record or
otherwise measure the integrated fringe pattern that builds up

with time in the output plan.. In practical systems the detector

is a CCD array or a TV-type camera.

The resemblance the output of this system bears to a Fourier-
transform hologram of the raster record merits special emphasis.
In Fig. 9e a conventional (i.e., no time integration) Fourier-
transform hologram recording setup is shown. Both this system and
the time integration system of Fig. 9d produce the §g bandpass
structure in the recorded output. Ignoring unimportant low
spatial frequency structure, the time integration system cast oc
said to record a hologram of the folded spectrum associated with
the raster signal. Since the hologram is of the off-axis
reference kind, both magnitude and phase of the folded spectrum
are preserved.

At the same time, there is an extremely important difference
between the conventional space-integration Fourier transform
hologram of Fig. 9e and the time-integration pattern of Fig. 9d:
bias. With space integration, all points on the raster are
illuminated simultaneously, and a relatively high contrast
hologram can result. With time integration, on the other hand,
each fringe pattern is produced separately, and each carries its
own bias. This latter situation is directly analogous to
incoherent holography, where only low contrast holograms result
when objects of large space-bandwidth product are recorded via
incoherent holography E193. This bias problem is severe.
However, as we discuss elsewhere E20], significant improvements in
signal-to-bias ratio are possible if the time-integration
recording system is modified to produce fringes that always have
unity visibility. Related techniques can be applied to non-
interferometric time-integration systems with similar improvement
in signal-to-bias ratio.

The holographic point of view presented above differs from
that generally taken by other authors. Indeed, there are many
different ways of viewing time-integration optical processing,
each providing its own particular insight. In his original paper
on the subject (11] and in his article in this volume E18], Turpin
emphasizes the concept of a spatially distributed local oscillator
array. Figure 10 helps clarify the relationship between the
holographic and the local oscillator points of view. In that
figure, it is the scanned light spot that is constant in amplitude
and the non-scanned spot that varies as f(t). Clearly the time-
integration fringe pattern that results is the same as that
obtained with the system of Fig. 9d. However, rather than being
described as a buildup of fringe patterns, the time-integration
process is now described in terms of a Jaitigg in the output

plane, of a wave with complex amplitude f(t)exp~i2f.A3 with a
second wave whose optical frequency varies from point to points a
local oscillator (LO) wave whose frequency is location dependent.

As Turpin notes, the space-dependent frequency of this wave can be
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viewed as a consequence of a location-dependent Doppler shift:
the raster-scanned spot produces in the output plane a plane wave
that tilts rapidly left-to-right and slowly top-to-bottom. The
progressive tilt of this wave with time produces varying amounts
of Doppler shift at different points on the detector surface.
Over a small local region of the detector plane where the LO wave
has essentially constant Doppler frequency V., the output plane
intensity is given by

I(u,v,t) = If(t)exp[-i21#eu] + expEi21r-tIlZ

= 1 + IfCt)I2

+ 2 RefexpE-i2irujf(t)expL-i2u,,tJ. (9)

If this intensity is integrated with respect to time over period
T, the third term yields a spatial sinusoid whose magnitude and
phase are governed by the short-time Fourier spectrum of f(t):

IF () IcosE2ruwu + argIF(%')j 3 (10)FT  I

where

FT ( 1,A) f (t)exp-i2iNqt~dt. (11)

If T exceeds the duration of f(t), output is governed by the
conventional Fourier spectrum. By looking at different local
regions in the output plane, one can measure the magnitude and
phase of the Fourier spectrum over a range of frequencies.

(If the scanning spot in Fig. lOd is scanned
acoustooptically, there is an additional complicating quirks the
light spot is isal__ shifted in frequency as it scans. In this
case it is necessary to introduce a compensating shift in the
frequency of the interfering (signal) wave. The result is a chirp
algorithm implementation of the Fourier transform. See, for
example, E133.)

C. I0_viQg c gk EMunQai n !01QL

Specific characteristics of the spatially distributed local
oscillator wave can be analyzed through the use once again of a
spatial comb function, this time one that is translated with
constant velocity. The comb function model also serves to
consolidate the distributed local oscillator and falling raster
points of view.

Our approach to modeling the raster-scanned light spot is
illustrated in Fig. 11. In Fig. Ila we show a linear string of
impulses being translated past a stationary window. Since the
impulse spacing equals the window width, there is always a single
impulse within the window at a given time, and con ;ant-velocity
translation of the Impulse string results in a single falling-
raster scan of the window. In Fig. 11b it is a 2-D comb of
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impulses that is translated past the window. Again there is only
a single impulse in the window at a given time, but translation of
the comb results in a r_2Rtitivg falling raster scan of the
window. We choose 8 to satisfy the condition

tanS- H/NW, N integer, (12)

in which case the repetitive raster scan is truly periodic--i.e.,
subsequent scans retrace previous ones exactly, with N lines
appearing in the raster.

Analytically we model the single scan of Fig. Ila by

f $CA0 (x,y;t) = LR0 (1/W)comb(x,W)(y)**S(x-Vt,y)j

* R*,rect(x/W,y/H)l , (13)

where V is the translational velocity in the x-direction. The
local oscillator distribution corresponding to this scan is given
by the 2-D spatial Fourier transform of f3CcA (x,y;t),

F S (A6 u,v;t) = C-iZ.comb(Wu)l~v?1ewxpE-i2rJVt.I

**R,,IWH sinec(Wu,Hv)l. (14)

Ignoring for the moment the sinc-function saoothing, this latter
distribution consists of line impulses oriented as in Fig. 6b.
Through the factor exp[-i2TUVt] the temporal frequency of the wave
amplitude along these lines is shifted in proportion to u. Thus
there is a continuous range of local oscillator frequencies
present in the distribution. As was true for the space-
integration case of Fig 6d, there is a coarse frequency direction
(in the u-direction) and a fine frequency direction (along the
impulse lines). The separation 1/W between sinc function nulls
again equals the line impulse spacing; convolution in the
direction perpendicular to the impulse lines thus leads to
multiplu temporal frequencies between the lines but not on the
lines. The amount of convolution blurring in the fine-frequency
direction depends on the window length H and, thereby, on the
duration of the scan. At any point along one of these linep
there is a spread of frequencies present in the range A9 I/T 2
V/NW, where T is the total scan time. That is, of course,
consistent with the observation that window height determines how
long the local oscillator wave is present and thus determines
spectral resolution.

The periodic raster scan of Fig. 1lb is modeled by
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gscan(Xy;t) - [R 0 (1/WH)comb(x/W,y/H)1** (x-Vty)]

. *Rrect(x/W,y/H), (16)

which has Fourier transform

G scan(uv;t) - [Rojcomb(Wu,Hv)1 exp[-i2VuVt]]

**R,,W sinc(Wu,Hv)i. (17)

The two terms entering into this convolution are illustrated in Fig. 12. The
local oscillator distribution consists of discrete points of light, separated
in temporal frequency ty l/T - V/NW. These spots are blurred by the sinc
function convolution, but in such a way that their discrete-frequency local
oscillator character is preserved at the spot centers. Those spots contained
within the dashed lines of Fig. 12 span the entire range of frequencies
available.
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